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Introduction

 DCASE challenge task 21:

 detect anomalous data using normal training samples only

 source domain: 1000 training samples per machine type/section

 target domain: only 3 training samples per machine type/section

 two main approaches for ASD:

1. autoencoder:

 uses reconstruction error as anomaly score

 assumption: normal data can be reconstructed well, anomalous 

data cannot

2. discriminative embeddings:

 estimate distribution of normal data

 assumption: information to discriminate classes is sufficient to 

detect anomalous data

Sub-Cluster AdaCos Loss 2

 AdaCos3: angular margin loss with adaptive scale parameter

 no hyperparameters need to be tuned

 idea:

 multiple mean values learned per class

 use GMM to estimate distribution fo embeddings for each class

 negative log-likelihood can be used as anomaly score

 yields state-of-the-art performance2 on DCASE 2020 ASD dataset4

Extracting Embeddings

 compute log-Mel spectrograms with 128 bins and standardize them

 train neural network with modified ResNet architecture to extract

embeddings using two losses with equal weights:

 classify among sections and machine types

 classify among different attribute information

 only mixup is used for augmenting data

Calculating Anomaly Scores

 source domain:

 one GMM for each section

 another GMM for each different attribute information

 for machine type ‚valve‘ also add GMM trained on temporal 

maxima of log-Mel spectrograms

 target domain:

 one GMM for each section (source domain)

 another GMM with 3 components for target samples

Ensembling

 total of 5×4=20 subsystems

 network for extracting embeddings is trained with 20 to 24 sub-

clusters

 networks are trained for 400 epochs, training is stopped after 

every 100 epochs

 Ensemble trained a second time, only using one sub-cluster AdaCos

loss for sections + machine types

 take mean of both ensembles or best performing ensemble per 

machine type

Conclusions

 system significantly outperforms baseline systems

 system ranked 3rd among all teams‘ submissions

 future work:

 reduce size of ensemble

 also utilize autoencoder structure by using additional 

reconstruction loss6
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