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ABSTRACT

In this paper, we propose to use an ensemble of convolutional
neural networks to detect audio events in the automotive environ-
ment. Each of the networks is based on various lengths of analysis
windows for multiple input scaling. Experiments showed that the
structures with tagging different scales are complementary to each
other on, i) detecting and ii) localizing sound events, therefore, an
effective ensemble results in performance improvements for both
tasks. The proposed model, an ensemble of the structures, achieved
0.4762 in the event-based F1-score and 0.7167 in the segment-based
error rate on DCASE 2017 in development set. And it achieved
0.536 in the event-based Fl-score and 0.66 in the segment-based
error rate in evaluation set. Our model accomplished the 2nd place
on audio tagging and the 1st place on sound event detection.

Index Terms— DCASE 2017, Weakly-supervised learning,
Convolutional neural networks, Sound event detection

1. INTRODUCTION

Sound event detection (SED) aims to find sound objects and events
from the audio content. SED has been studied in the contexts of var-
ious applications including acoustic scene analysis [1, 2], surveil-
lance [3, 4, 5], health-care monitoring [6], and multimedia analysis
[7, 8]. One of the applications is the SED for assisting car drivers
which aims to help a driver to acknowledge the surroundings using
audio content analysis.

Human drivers use cognitive abilities to recognize the surround-
ings such as the location and movements of nearby objects, e.g., cars
and pedestrians. Obviously, a temporary decline in cognitive abili-
ties reduces driving performance and increases the risk of accidents
[9]. Object detection systems have been intensively studied over
the years as an assistant system for human drivers. Especially, vi-
sual object detection systems have made significant improvements
and deployed to the real system. However, visual sensors-based
systems are heavily affected by the environmental condition such
as lighting, shadows, and reflections, which limits the reliability of
the system, therefore motivates using SED for the safer driving.

‘Conventional’ machine learning techniques have been pro-
posed, e.g., using Mel-frequency cepstral coefficients (MFCCs) and
non-negative matrix factorization-based features [10, 11, 12, 13].
Recently, deep learning-based methods such as recurrent neural net-
works (RNNs) [14] and convolutional neural networks (ConvNets)
[15, 16] have been proposed. ConvNets showed the promising re-
sults in a number of computer vision tasks and have been actively
adopted for audio content analysis such as SED [16] and music re-
lated tasks [17, 18].

An effective use of ConvNets on audio signal requires the spe-
cialized designs and domain-specific procedures. One of the design
choices is the resolution/length of the audio input. Choosing the op-
timal size of audio input is usually task-specific and, to some extent,
arbitrary. For example, a relatively long window (29-second) was
used for music [19]. On the other hand, small window turned out to
be more suitable for instrument identification [20]. SED also used
a small length of window (below 100ms) as the optimal input size
[14, 21]. A comprehensive approach is to use a multi-scale input
and allows the network to learn to extract relevant information from
inputs with various scale selectively [22, 23].

In this paper, we propose a sound event detection system that
can recognize strong-labeled sound event from weakly-labeled data.
This is a technical paper regarding out submission to the detection
and classification of acoustic scene and events (DCASE) 2017 [24],
large-scale weakly supervised sound event detection for smart cars
which aims to simulate the SED problem in the real automotive en-
vironment by detecting 17 sound event categories including warn-
ing and vehicle sounds. Section 2 describes the proposed SED sys-
tem. Section 4 shows and discusses the experiment results based on
the results on the provided test set. Finally, Section 4 summarizes
the final results of the competition.

2. PROPOSED SYSTEM

2.1. DCASE 2017 Dataset

The dataset of DCASE 2017 is a subset of AudioSet [25] that con-
tains 17 warning and vehicle sounds that are related to the automo-
tive environment. The dataset is divided into a training set and a test
set, each with 51,172 and 488 audio clips. Each data sample may
correspond to more than one sound event, and a binary decision is
made for each class, i.e., the task is a multi-label classification prob-
lem. The audio signal is mono-channel and sampled at 44,100 Hz
with a maximum duration of 10 seconds. The development set has
only weak labels, i.e., only the presence of a given sound event is
labeled without the exact time stamps while the test set is strongly
labeled with both the categories of the existing sound events and
their timestamps. There is a heavy class imbalance in the data set.
The numbers of positive labels of the classes are between 180 and
25,077 and summarized in Fig. 1.

2.2. Audio Preprocessing

The amplitudes of the audio signal are normalized to the full-range.
There are 10,785 signals that are shorter than 10-second, and they
are zero-padded to equalize the length. 14 signals are excluded from
the training set since they contain nothing. For separated-model, the
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Figure 1: The class distribution in SED development set

waveform is segmented by 44,100 frames (1-second). It is chosen
because 1-second is presumably long enough to contain a complete
single sound event. The signal is converted into Mel-spectrogram
with 2,048 FFT points (46 ms), 128 mel-bins, then its magnitudes
are logarithmically mapped, i.e., X — log 10X. To simplify net-
work design, we use the hop size of 431 and 460 for the global-input
model and the separated-input model, respectively.

2.3. Background Noise Removal

An additional step in the audio preprocessing is performed to re-
move the background noise and enhance the target sound event in
the Mel-spectrogram. For each Mel-spectrogram, the 128 median
values are computed along the time axis and subtracted from it. It is
known to have the effect of eliminating low-frequency background
drift in continuous signals [26].

2.4. Network Architecture

The proposed system uses multiple models to predict audio events
in a short-time segment. There are two networks: global-input
model and separated-input model. It depends on whether the model
uses the entire or a segmented audio clip. The system outline is
illustrated in Fig. 2.

2.4.1. The global-input model

The details of the global-input model structure are illustrated in
Fig. 3. It uses a 10-second waveform as input. It then converted
to Mel-spectrogram with the shape of (1, 128, 1024) which corre-
spond to the numbers of channels, mel-bins, and the frame. We use
the homogeneous 2D (3 X 3) convolutional filters with the same
number of feature map, 64, to form a fully convolutional network
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structure, which is similar to [19]. The double_conv block and the
max-pooling layer alternates, learning features while reducing the
sizes of the feature maps. The double_conv block is a stack of two
sets of a convolution layers, batch normalization, and a ReL.U (rec-
tified linear unit) activation function. The global average pooling
layer follows after the last convolution block. The output layer is a
densely-connected layer with the sigmoid activation function since
it is a multi-class classification problem. The position of batch nor-
malization follows the recent study in [27]. The weights are initial-
ized using ‘He normal’ [28].

In the training, Adam optimizer [29] is used for an adaptive
learning rate control. We allocate 15 % of the development set as a
validation set and the final model is selected based on the validation
set performance.

2.4.2. The separated-input model

As mentioned earlier, the separated-input model predicts the oc-
currence of sound events in a short audio segment. It uses a n-
second segmented waveform as input. It then converted to Mel-
spectrogram with shape of (1, 128, 96 x n). The network structure
is similar to that of the global-input model with changing the sub-
sampling sizes as in Fig. 3.

Multiple models of the same structure are trained and corre-
spond to inputs of 1, 2, 3, 4, and 5-second waveform with a 1-
second sliding window. All the segments that make up the same
clip are considered to have the same label. The other settings for
training are the same as for the global-input model.

2.5. Predict Time Stamps

The proposed system is designed to predict the sound event prob-
ability of a given audio clip in seconds. This procedure primarily
uses separated-input models. An input audio which has 10-second
lengths is divided into pieces, and each segment is used in the
separated-input model. Results from separated-input models are
then converted to sound event occurrence probability matrix with
the shape of (17 x 10) which correspond to the kind of events, and
the time in seconds. When the length of input segment is 1, each
result from an input segment is considered to the probability at that
time window. If the length of input audio is longer than 1-second, a
specific one-second can be contained input segment multiple times.
That is, for each one-second, the system can have a maximum n pre-
diction (for n-second of input). We then average all possibilities and
determine the existence of the event in that one-second. Once the
sound event occurrence probability matrix has been made, we can
easily mix multiple models to predict timestamps. The ensemble of
the individual models is computed by averaging the probabilities of
that time.

The global-input model is expected to have higher performance
because it uses the entire audio clips with the correct label. How-
ever, timestamps cannot be predicted using the global-input model
alone. We use the global-input model in two ways. Firstly, we use
it in the same way with the separated-input model (ClipAvg). In this
case, it is assumed that predictions from the global-input model are
spread evenly across the 10-second time windows. The probability
is then averaged together with other models above. Also, we use the
global-input model as a sound event detector and detect the location
using separated-input model only for clips where the event occurs
(ClipGate).
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Figure 2: The overall system architecture of the proposed system. The global-input model takes the entire audio signal as an input and predicts
the presence of an event in the signal while the separated-input model learns to find the presence of an event for given small segments. The

final prediction is then given by ensembling both models probabilities.
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Figure 3: The detailed network structure of the global-input model
and the separated-input model.

2.6. Ensemble Method

We apply the ensemble selection method to find the optimal com-
bination of learned models, expecting a better combination than the
empirically chosen one. The ensemble selection algorithm method
proposed by Caruana et al. [30] is used since we can apply it to the
probability matrix that our system uses in the ensemble procedure.
It works by repeating iterations and adding a model that maximize
performance at that point.

We think that timestamped data is insufficient and fitting too
much into small data makes model vulnerable. Therefore, ensemble
selection is performed for the entire test data. We used F1 or ER as
the performance metric to choose the weights specialized to each
subtask. In addition, we used F1-ER as the performance metric,
because the process that satisfies both tasks is expected to work as
a kind of regularization.

2.7. Evaluation Measures

In DCASE challenge, the performances of classification and detec-
tion are evaluated by the event-based F1-score and the segmented-
based error rate, respectively. For the classification of the whole

10-second audio signal, F1-score is used:

= 2-P-R
P+ R
, where P and R indicate the precision and recall respectively.
To evaluate the detected time stamps of sound events, the er-
ror rate (ER) is calculated in one-second segments over the entire
test set. ER computes the percentage of all types of errors in every
1-second subsegment. For each data sample, ER is computed as
below:

(€]

S+D+1
EFR= —F— 2
~ @)
, where N corresponds to the total number of event seg-
ments in the ground truth and S, D, I correspond to substitu-

tion/deletion/insertion errors.

3. EXPERIMENT RESULTS AND DISCUSSIONS

The experimental results are summarized in Table 1. For the audio
tagging, the 10-second input model achieved the highest F-1 score.
It suggests that for the global classification, using the entire audio in
a single model and allowing the network to aggregate the prediction
works better than manually aggregating the predictions from mod-
els with the shorter inputs. Among the models with various segment
lengths, 3-second achieved the best performance, suggesting there
exists the most suitable duration, probably depending on the types
and intervals of the sound event.

Background subtraction improved the tagging performance of
most systems, but a significant degradation was observed in the 5-
second and 10-second input models, implying that our approach is
not suitable for long time windows. The effect on the error rate
is not clear, since the performance may be improved or decreased.
However, by combining multiple separated-input models with or
without BS, our system showed improved error rate than single
models. The combined systems with 3, 4 s input models and 10-
second input model (ClipAvg), show up to 0.7167 error. We assume
that although the model with background subtraction shows similar
error rates, behave differently, improving ensemble performance.

The result of ensemble selection is denoted in Fig. 4. The
weight is used for the mean probability calculation. It could be in-
terpreted as a kind of importance for each model. In this context, we
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Subtask A Subtask B
Networks
F-1 ER
Baseline (MLP) 1310 1.0200

10-second input (w/BS)
1s-segmented input (w/BS)

4745 (3378) -

4125 (4373) | 7963 (.8362)
4229 (4316) | .8071 (.8007)
4538 (4561) | 7546 (.7610)
4304 (4313) | 7633 (.7718)
4335 (.3588) | .8028 (.8431)

2s-segmented input (w/BS)
3s-segmented input (w/BS)
4s-segmented input (w/BS)
Ss-segmented input (w/BS)

MeanProb of 5 models (w/BS) | .4408 (.4448) | .7667 (.7688)

MeanProb of 10 models 4430 1475
ClipAvg in 5 best models 4762 7167
ClipGate in 5 best models 4745 71287
*Ensemble selection (F1) 5139 TATT
*Ensemble selection (ER) 4831 7021

*Ensemble selection (F1-ER) 4885 7089

Table 1: SED performance on the test set. The performance of 12
single models is listed with multiple input scales and with back-
ground subtraction (BS). MeanPorb model results using the mean
probabilities of ns-segmented input models with and without BS.
ClipAvg and ClipGate are the result using 5 best models (a 10-
second input model and the 3 and 4-second input model with and
without BS). Ensemble selection algorithm used the performance
metric in a bracket. Note that the result with * used test label which
should not be directly compared to other approaches.

Networks Subtask A | Subtask B

F-1 ER

Baseline (MLP) 182 930

ClipAvg in 5 best models 523 .670

ClipGate in 5 best models 523 .670
Ensemble selection (F1) 526 -

Ensemble selection (ER) - .670

Ensemble selection (F1-ER) 521 .660

Table 2: The results of our system in the DCASE 2017 competition.

can again guess the effect of background subtraction. The 5-second
and 10-second models showed very low weights when using back-
ground subtraction, but the 1s-segmented models (w/BS) showed
higher weights, although the lower performance. It suggests that
the background subtraction works in a time window that is not too
long.

4. DCASE2017 SUBMISSIONS AND RESULTS

Our submission 1, 2, and 4 used the same ensemble model for sub-
task A and B, only submission 3 used distinct models for subtask
A and B. Details of submission are as follow: Submission 1 and
Submission 2 are the ensembles of the top five models with the us-
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Figure 4: The weights of single models according to the perfor-
mance metric of the ensemble selection.

ing of ClipAvg and ClipGate, respectively. Submission 3 and 4 are
results of the ensemble selection method. We apply the ensemble
selection to the entire 12 single models to find the best combina-
tions of weights. Submission 3 is the result of ensemble selection
over-fitting to test data specific to audio tagging and sound event
detection, respectively. Submission 4 is the result of an ensemble
selection suitable for both tasks.

There is no big performance difference between the submission
when compared to the development set of the competition results.
It suggests that the strategy that prevents overfitting into small data
in ensemble method is valid, and the ensemble selection procedure
does not significantly affect our system. In the DCASE compe-
tition, Submission 3 achieved second prize on audio tagging and
Submission 4 achieved first prize on sound event detection.

5. CONCLUSIONS

In this paper, we used the ensemble of ConvNets with multiple anal-
ysis windows for the SED task. We segmented audio with dupli-
cated labels to find the timestamps of weakly labeled data. The
global-input model is superior to other single models when detect-
ing the presence of the sound event in the entire audio clip, but there
is a limitation to analyzing a small time window. Therefore, our
system mixed the results from the global-input and separated-input
models to predict the timestamps of the input audio and minimize
errors using the ensemble selection methods.

We believe that there are potential improvements in our work.
1) In our experiments, the background subtraction is implemented
on the entire time axis of the input audio, while it has more advan-
tages in the short-time window. The ensemble of various models
using short-time background subtraction can lead to improvements.
2) Experimental results show that the segmented-input is still useful
for SED tasks, but all models in this study used the same structure
regardless of the input shape. We think that using tailored network
structures for analysis window in different lengths can improve the
performance further.
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