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ABSTRACT 

This paper describes the system submitted to the Task 1a (Acoustic 
Scene Classification, ASC). By analyzing the major systems sub-
mitted in 2017 and 2018, we have selected a two-dimensional con-
volutional neural network (CNN) as the most suitable model for 
this task. The proposed model is composed of four convolution 
blocks; two of them are conventional CNN structures but the fol-
lowing two blocks consist of Inception modules. We have con-
structed a meta-learning problem with this model in order to train 
the super learner. For each base model training, we have applied 
different validation split methods to take advantage in generalized 
result with the ensemble method. In addition, we have applied data 
augmentation in real time with SpecAugment, which was per-
formed for each base model. With our final system with all of the 
above techniques have applied, we have achieved an accuracy of 
76.1% with the development dataset and 81.3% with the leader 
board set. 

Index Terms— DCASE 2019, Acoustic scene classifi-
cation, Convolutional neural network, Inception module, 
SpecAugment, Ensemble method, Super learner, Meta-
learning 

1. INTRODUCTION 

Acoustic scene classification is a task of analyzing audio recordings 
and classifying them into ten predefined classes. In DCASE2019 
challenge [1], it was announced as Task 1 that includes three sub-
tasks. This report is targeted at subtask A, which is a classification 
of ten acoustic scenes acquired in twelve European cities with the 
same recording device. 

On the study of Sakashita et al., which scored the highest clas-
sification accuracy in last year’s DCASE challenge, have resolved 
this task with the convolutional neural network in the spectrogram 
domain [2]. This is an application of conventional image classifica-
tion models to the audio signal by converting it into an image do-
main. This approach can be seen in other studies like [3] and [4]. 

In this report, we have proposed a CNN model consist of the 
Inception modules [5, 6, 7] and evaluated the classifiers which are 
trained with various training settings. Moreover, we have intro-

duced an ensemble method by combining classifiers to enhance per-
formance. The following section will cover a detailed explanation 
of system architecture, experiments, experimental results, and con-
clusion. 

2. SYSTEM ARCHITECTURE 

2.1. Feature extraction and normalization 

Our system utilizes a log-amplitude mel-spectrogram as model in-
put. First, each audio file is loaded with a sample rate of 48 kHz and 
merged into mono. After then, the audio data is converted into spec-
trogram with short-time Fourier transformation, which is computed 
on 40 milliseconds Hamming window with 20 milliseconds overlap 
using 2048-point FFT. The spectrogram is converted to 128 bands 
mel scaled features and transformed into log-scale. The size of the 
input feature finally obtained is 500 frames in time, and 128 bands 
in frequency. All features are mean-centered and normalized along 
with the individual frequency bins. 

2.2. Data augmentation 

TAU Urban Acoustic Scenes 2019 development dataset contains 
only data comes from 10 of the 12 cities. Therefore, overfitting on 
the development dataset will result in poor classification accuracy 
for the two unseen cities that appear only in the evaluation dataset. 
We have tested the provided training/test split of the development 
dataset and found the classification accuracy was lower in unseen 
cities. To overcome this overfitting problem, we have used a 
method called SpecAugment to mix some noise into training data 
[8]. SpecAugment is a data augmentation technique that can be ap-
plied in the spectrogram domain and performs augmentation by ap-
plying three methods: time masking, frequency masking, and time 
stretching. Except for the time stretching method, we have used two 
time masks and two frequency masks per data to generate additional 
training data. However, this seemed to add too much noise to the 
training data, because the experiment resulted in poor classification 
accuracy. Therefore, we have changed to apply the SpecAugment 
only to the data that are randomly selected for each model learning 
stage. In this case, a class imbalance may occur between the training 
sets generated each time, but it can be overcome with the ensemble 
method. 
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2.3. Base model structure 

The base model that we have used on this task is depicted in Figure 
1. It is composed of four convolution blocks with the Inception 
modules. The core function of the Inception module is to construct 
a feature map composed of various size of receptive fields in one 
block so that the network can learn the optimal local sparse struc-
ture. The first and second convolution blocks correspond to the 
stem layers; each consists of 3x3 cascading convolution layers. And 
the following third and fourth convolution blocks use the Inception 
modules as shown in Figure 1. We tried a deep network like Incep-
tion v4, but could not improve the classification accuracy of this 
task. Therefore, to increase the filter map depth without additional 
convolution blocks, the number of filters is doubled and the 2x2 
pooling layer applied to every convolution block output. We have 
made three models according to the pooling layer type: max, aver-
age, and mix pooling. Mix pooling is a technique that applies dif-
ferent pooling methods for the time axis and the frequency axis. It 
consists of a 2x1 max pooling followed by a 1x2 average pooling. 
In the feature maps generated after the four convolution blocks, it 
is considered that there would be some time slots that strongly rep-
resent the current class. Therefore, we have obtained the softmax 
value for 10 classes with time distributed dense layer after average 
remaining frequency information. The softmax value of each class 
is averaged over the time axis and used as the model output. 

 

 
Figure 1. Base model structure 

3. EXPERIMENTS 

3.1. Dataset 

TAU Urban Acoustic Scene 2019 development dataset was used for 
this experiment. It is composed of ten acoustic scenes recorded in 
ten large European cities and contains class-balanced 14,400 audio 
files. Each audio file is a 10-second stereo file with a sample rate of 
48 kHz. The task organizer provides a training/test split metadata, 

which contains 9,185 training files and 4,185 test files. This split 
configures Milan to be an unseen city that only included in the test 
split. 

3.2. Training settings 

We have used Adam [9] as an optimizer with an initial learning rate 
of 10-3 and an epsilon value of 10-8. Each model was trained for 
70 epochs with 32 samples in a mini-batch. Without making addi-
tional folds, the provided 9,185 of training data was split into vari-
ous training and validation splits shown in Table 1. Balanced split 
type is a method of splitting validation data under certain conditions, 
which is controlled by balancing mode. Random split type splits 
without any condition and may cause location or class imbalance 
on validation split. Model performance is evaluated after each 
epoch on the validation set, and a model weight is selected at the 
best epoch. If there is no improvement in performance compared to 
the previous epoch, the learning rate is reduced by 10%. We exam-
ined the Glorot uniform [10] and He normal [11], but there was no 
significant difference between the two weight initializers. 

Table 1. Validation split types and abbreviated indications 

Split type 
-balanc-

ing_mode 

Balanced 
-Identifier 
two level 
hierarchy 

Balanced 
-Identifier 

Balanced 
-Class Random 

Indication B-I2 B-I B-C R 

3.3. Network ensemble method 

We were able to obtain various classifiers by combining the afore-
mentioned materials: three models, four validation split methods, 
and two weight initializers. It was confirmed that the performance 
of a particular class was different for each classifier. Therefore, we 
have constructed an ensemble classifier by combining the classifi-
ers with a trainable model as shown in Figure 2. This ensemble 
method is Stacking, and the final decision-making model is called 
super learner. The super learner is trained by the predictions of 
weak learners and this process is called meta-learning. In our case, 
the softmax predictions of each classifier become the training data 
for the super learner. Our super learner is a weighted average model 
consists of 1D convolution and softmax activation layer. 
 

 
Figure 2. Ensemble classifier 
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4. EXPERIMENTAL RESULTS 

Table 2, Table 3 and Table 4 show the results of the classifiers 
tested on the development dataset. There seems to be no perfor-
mance variation due to the pooling method and initializer. In the 
case of the validation split method, Table 2 shows that the B-C is 
the best and the B-I2 is the worst. This means that training in vari-
ous locations can guarantee performance on the unseen data. In Ta-
ble 4, (9) to (16) classifiers were trained with different random 
seeds. For all classifiers evaluated, it was not able to find any pat-
terns in the classification accuracy of unseen cities, so we con-
cluded that the randomly generated data by SpecAugment contrib-
uted to it. 

Table 2. Classifiers evaluation results on the development da-
taset with He normal initializer and 30% validation split (MA: 
Mix, M: Max) 

Classifier Seen 
(%) 

Unseen 
(%) 

Total 
(%) 

He_MA_B-I2_30 71.8 62.5 71.1 
He_MA _B-I_30 73.3 64.9 72.7 
He_MA _B-C_30 73.8 66.2 73.1 
He_MA _R_30 74.8 63.4 73.8 
He_M_B-I2_30 73.2 51.5 71.4 
He_M_B-I_30 73.1 64.8 72.5 
He_M_B-C_30 74.9 56.6 73.2 
He_M_R_30 73.9 63.8 73.1 

Table 3. Classifiers evaluation results on the development da-
taset with He normal initializer and 10% validation split (MA: 
Mix, M: Max, A: Average) 

Classifier Seen 
(%) 

Unseen 
(%) 

Total 
(%) 

(1) He_MA_B-I2_10 73.6 50.7 71.7 
(2) He_MA _B-I_10 73.3 63.7 72.5 
(3) He_MA _B-C_10 74.9 71.3 74.7 
(4) He_MA _R_10 73.3 59.9 72.2 
(5) He_M_B-I2_10 73.2 54.0 71.4 
(6) He_M_B-I_10 71.1 61.4 70.2 
(7) He_M_B-C_10 74.4 59.7 73.1 
(8) He_M_R_10 74.0 61.7 73.1 
He_A_B-I2_10 72.9 54.3 71.3 
He_A_B-I_10 73.6 58.6 72.3 
He_A_B-C_10 74.9 63.2 74.0 
He_A_R_10 74.6 63.2 73.7 

Table 4. Classifiers evaluation results on the development da-
taset with Glorot uniform initializer and 10% validation split 
(MA: Mix, M: Max) 

Classifier Seen 
(%) 

Unseen 
(%) 

Total 
(%) 

GL_MA_B-I2_10 72.6 62.5 71.8 
GL_MA _B-I_10 73.5 59.1 72.4 
GL_MA _B-C_10 75.5 66.1 74.8 
GL_MA _R_10 75.7 60.3 74.4 
(9~12) GL_MA_R_10 74.1~75.6 59.1~67.9 72.9~74.8 
(13~16) GL_M_R_10 73.7 56.9~64.2 73~74.2 

 
The submitted classifiers to the DCASE2019 task1a are listed 

in Table 5. BASE_MODEL is a classifier obtained by re-training 
the base model several times and selecting the best performance on 
leaderboard dataset. Ensemble8 is a combination of (1) to (8) clas-
sifiers in Table 3, and Ensemble17 is a combination of 

BASE_MODEL, Enasemble8 and (9) to (16) classifiers in Table 4. 
Finally, Eensemble25 is an ensemble classifier that combines all the 
classifiers in Table3, Table 4, and BASE_MODEL. 

Table 5. Submitted classifiers evaluation results on the devel-
opment dataset and the leaderboard dataset 

Classifier Seen 
(%) 

Unseen 
(%) 

Total 
(%) 

Leaderboard 
(%) 

BASE_MODEL 75.4 62.3 74.4 79.6 
Ensemble8 76.5 64.8 75.5 80.6 
Ensemble17 77.0 65.9 76.1 81.1 
Ensemble25 76.9 66.1 76.1 81.3 

5. CONCLUSION 

This paper reports our acoustic scene classification system for 
DCASE2019 task1a. This task evaluates the classification accuracy 
for ten acoustic scenes acquired in twelve European cities. However, 
since the development dataset only contains the audio from ten cit-
ies, it is important to guarantee the performance for unseen cities. 
Therefore, we have performed data augmentation using SpecAug-
ment to reduce overfitting. The proposed base model is a convolu-
tional neural network consists of the Inception modules and three 
types of pooling methods after each convolution blocks. We have 
trained this base model with two initializers and four validation split 
methods to create various classifiers. In addition, it was able to im-
prove the performance with Stacking ensemble, and the classifica-
tion accuracy of the best model was 76.1% on the development da-
taset and 81.3% on the leaderboard dataset. 
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