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ABSTRACT 

In this study, we present a solution for the acoustic scene classifi-

cation  task1A in the DCASE 2019 Challenge. Our model uses a 
convolutional neural network and makes some improvements on 
the basis of CNN. Then we extract the MFCC (Mel frequency 
cepstral coefficient) feature from the official audio file and recre-
ate the data set. Use this as an input to the neural network. Finally, 
comparing our model to the performance of the baseline system, 
the results were 12% more accurate than the baseline system.  
 

Index Terms— Acoustic Scene Classification, Mel fre-

quency cepstral coefficient, Convolutional Neural Network. 

1.  INTRODUCTION 

In recent years, great progress has been made in audio feature ex-
traction, and different types of time-frequency transformed images 
are applied for feature extraction, such as spectrum based on short-
time Fourier transform [1], scalar spectrum, log- Mel spectrum [2] 
and MFCC spectrum [3] [4]. MFCC is widely used in audio feature 
extraction. A segment of speech is divided into many frames. Each 

frame of speech corresponds to a spectrum (calculated by short-
time FFT), and the spectrum represents the relationship between 
frequency and energy. Among the many methods of audio feature 
extraction, the Mel frequency cepstral coefficient shows a unique 
advantage, so we perform MFCC feature extraction on the TAU 
Urban Acoustic Scenes 2019 dataset, extracting the discerning 
components of the audio signal to train as a feature. 

In actual use, there are three types of spectrograms, namely 

linear amplitude spectrum, logarithmic amplitude spectrum, and 
self-power spectrum (the amplitudes of each spectral line in the 
logarithmic amplitude spectrum are logarithmically calculated, so 
the unit of the ordinate is dB ( Decibel), the purpose of this trans-
formation is to pull those components with lower amplitudes 
higher relative to the high amplitude components in order to ob-
serve the periodic signals that are masked in low amplitude noise). 
To increase the time dimension, display a spectrum of speech, and 

visually see static and dynamic information, we will get a spectro-
gram that changes over time. The properties of phonemes can be 
better displayed in the spectrogram, and the sound can be better 
recognized by observing the formants and their transitions. By per-
forming cepstrum analysis on the Mel spectrum, the Mel fre-
quency cepstrum coefficients are obtained, and then the speech 

feature vectors are imported into the network model for training 
and recognition. 

With the speed of computer operation, deep learning has also 
been greatly developed. The convolutional neural network has 
shown good performance in the image recognition data set MNIST. 
Subsequently, the convolutional neural network has been greatly 
developed. VGG, AlexNet, GoogleNet. Convolutional neural net-
works are favored by deep learning researchers because of their 
superior performance. Convolutional neural networks also exhibit 
strong performance in the field of audio recognition, such as the 
application of abnormal sound detection in home appliances [10]. 

In DCASE2018, CNN also exhibits good performance [5][6][7][8]. 
In our paper, the MFCC features extracted from audio files are 
used as the main basis for acoustic scene classification. We con-
structed a four-layer convolution, two-layer fully connected layer 
convolutional neural network as our model, and perform sound 
field recognition on this model. 

The structure of this paper is as follows, the data prepro-
cessing and feature extraction , and the production of data sets in-

troduced in Chapter 2. The third chapter introduces the description 
of the system and the experimental process and method. The fourth 
chapter is the evaluation of system performance and discuss. 
 

2. PRODUCTION OF DATA SETS 

 
The original data set of this mission contains acoustic records of 

10 scenes in 12 cities. The acoustic scenes include airport，  shop-

ping mall, metro station, pedestrian street, public square,  traffic 
street,  tram,  bus, metro,  park. For each scene class, the recording 
takes place at a different location; for each recording position, 
there is 5-6 minutes of audio, and the original recording is divided 

into segments of 10 seconds in length. The development data set 
includes recordings from ten cities. A training/test subset is created 
based on the recorded location such that the training subset con-
tains approximately 70% of the recorded locations from each city, 
and the test subset contains records from other locations. 

The development set contains 40 hours of data and 14400 seg-
ments (144 per city for each acoustic scene category). There are 
10080 audios in the training set and 4320 in the test set. The eval-

uation data set contains 20 hours of audio data from 12 cities (two 
cities not encountered in the development set). 
We created a new data set based on the original data, and per-
formed MFCC feature extraction for each 10 second audio file. It 
is a cepstrum parameter extracted in the Mel scale frequency do-
main. The Mel scale describes the nonlinearity of the human ear 
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frequency.  Its relationship with frequency can be approximated 
by the following formula: 
 

Mel(f) = 2595× log(1 + 𝑓/700) 
 
Where f is the frequency in Hz. The Fig1 below shows the rela-

tionship between Mel frequency and linear frequency: 
 

 
Figure1: the relationship between Mel frequency and linear fre-

quency 
The 24 subband energy features are decorrelated and reduced 

to 13 dimensions by DCT transform, including C0~C12. (Driving 
by discrete cosine transform (DCT), the role of DCT is to obtain 
the cepstrum of the spectrum. The low-frequency component of 
the cepstrum is the envelope of the spectrum, and the high-fre-
quency component of the cepstrum is the details of the spectrum. 
These are all scientifically proven speech physics information for 
speech recognition. C0 is actually the total energy level of each 

sub-band. C0 is consistent with the energy coefficient. C0-C12 is 
the first 13 coefficients. After DCT, almost all coefficients are suc-
cessively decremented to 0 after 13, so we have chosen the first 13 
dimensions of the MFCC feature as the input vector. 

 

 
Figure2: waveform diagram of airport-barcelona-0-0-1.wav 
 

 
Figure3: a two-dimensional spectrum after MFCC feature extrac-
tion 

 
Fig 2 shows a waveform diagram of an audio file, and Fig 3 

shows a two-dimensional spectrum after MFCC feature extraction, 
the abscissa indicates time and the ordinate indicates frequency 
band. We resampled each audio file, and the sampling rate 
changed from 48khz to 22.05khz, so the time series obtained by 
MFCC feature extraction is 431, each audio sample corresponds 
to 13*431=5603 data points. The point response is a sample fea-

ture, then we relabel each sample, and 70% as a training set and 
30% as a test set as a data set for our model. 

 
3. OUR SYSTEM 

  
After a cursory review of previously submitted articles over the 
past two years, it's easy to see that in-depth learning solutions are 
very popular among researchers. Such as CNN, RNN, DNN, GAN 
[11], and all of these programs have achieved good results in the 

challenge of the ASC tasks. However, the uncertainty or observa-
tion error of the input data accumulates over time in the RNN for-
ward process, the RNN often becomes unstable and it is difficult 
to learn a reliable model. DNN also has obvious shortcomings in 
the application process. In contrast, the Convolutional Neural Net-

work (CNN) uses a fixed-size kernel window, so it eliminates 
long-term cumulative effects. In the DCASE 2017 and 2018 lead-
erboard, the top three are based on the CNN system. Obviously, 
CNN is a powerful model of ASC tasks, and we also use the CNN 
model as one of the key components of our proposed framework. 

We conducted several experiments on the network structure 
and hyperparameters of the CNN model. The results are shown in 
Table 1 below. 

 
Table1: Experimental process and results 

 

convo-

lution 

layers 

Convo-

lution 

kernel 

Pooled 

window 

Activa-

tion 

func-

tion 

Accuracy 

4 7*17 

2*2 

2*2 

2*2 

1*34 

2*2 

2*2 

2*2 

Relu 68.33% 

4 5*5 

2*2 

2*2 

2*2 

1*34 

2*2 

2*2 

2*2 

Tanh 59.28% 

4 7*7 

2*2 

2*2 

2*2 

1*34 

2*2 

2*2 

2*2 

Relu 70.69% 

4 13*34 

2*2 

2*2 

2*2 

1*34 

2*2 

2*2 

2*2 

Relu 73.50% 

2 13*13 

13*13 

13*13 

1*17 

Relu 71.67% 

 
Our model uses a 4-layer convolutional neural network model, and 

its network architecture is shown in Figure 4. the first-layer con-
volution kernel is 13*34, and the remaining three-layer convolu-
tion kernels are 2*2. The first layer of pooling window is 1*34, the 
step size is 1*34, and the other three layers of pooling windows 
are 2*2, and the step size is 2*2. The first layer of the fully con-
nected layer uses 4096 nodes, and the second layer uses 10 nodes. 
We use the RELU activation function and the Adam optimizer. In 
the end we used 20,000 steps to iterate, the batch number is 100. 

The experimental results show that the accuracy of our model after 
testing on the development data set reached 73.5%. 
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Input  13*431 
13*34 Conv(padding,stride[1,1])-32-BN-Relu 

1*34  MaxPolling(padding,stride[1,34]) 
2*2 Conv(padding,stride[1,1])-64-BN-Relu 

2*2  MaxPolling(padding,stride[2,2]) 

2*2 Conv(padding,stride[1,1])-128-BN-Relu 
2*2  MaxPolling(padding,stride[2,2]) 

2*2 Conv(padding,stride[1,1])-256-BN-Relu 
2*2  MaxPolling(padding,stride[2,2]) 

Fully connected1-4094-Relu 
Dropout(0.3) 

Fully connected2-10-Relu 
 

Figure4: Network architecture 
 

In the field of machine learning, the confusion matrix is also called 
the probability table or the error matrix. It is a specific matrix used 
to visualize the performance of an algorithm. Each column repre-
sents a predicted value, and each row represents the actual cate-
gory. In the confusion matrix, all correct predictions are on the di-
agonal, so it is easy and intuitive to see from the confusion matrix 

where there are errors because they are outside the diagonal. The 
confusion matrix obtained by developing dataset in our model 
training is shown in Figure 5. 

 
 

Figure 5: confusion matrix 
 
    The diagonal of Figure 5 description the test accuracy of 10  

acoustic scenes. In turn,  airport71%,  bus76%,  metro73%, 
metro_station58%, park92%, public_square64%, shopping_mall- 
76%, street_pedestrian66%, street_traffic89%, tram71%. The 
overall prediction accuracy of the model is 73.5% 
 

4. RESULTS AND DISCUSSION 
 

In this report, we present an effective solution for the Acoustic 
Scene Classification task 1a in the DCASE 2019 challenge, which 
increases the accuracy of the Acoustic Scene Classification to 
73.5%. We use the MFCC feature of the audio as a sample feature 
and train based on CNN,and we got good results. In addition, there 
is still room for improvement in the insufficient of our current 

work. For the data processing part, data enhancement and other 
technologies can also be adopted. For the network part, a network 

with better performance can also be selected to achieve better re-
sults. 
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