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ABSTRACT 

In this technical report, we present an improved system for 

DCASE2019 challenge task 4, with the goal to evaluate 

systems for the detection of sound events using real data 

either weakly labeled or unlabeled and simulated data that 

is strongly labeled .We use the multi-scale Mel-spectra as 

the feature and do the detection with the 3 layers convolu-

tional neural network(CNN) and 2 layers recurrent neural 

network (RNN), after each layer of CNN, we apply a Res-

Net (Residual Neural Network) block to increase learning 

depth.  Aim to use data without labels or with weak labels, 

we apply the mean–teacher model to do the sound event 

detection.         

 

Index Terms— sound event detection, weak label, 

Semi-supervised learning, Residual Neural Network, mean-

teacher model 

1. INTRODUCTION 

Sound event detection is the task of judging, detecting and 

classifying the sound information in real environment, and 

judging the starting and ending time points. The SED has 

two main tasks, including monophonic sound event detec-

tion and polyphonic sound event detection. Compared with 

monophonic sound event recognition, polyphonic sound 

event recognition presents more challenges because the re-

cording of multi-sound event recognition has a large num-

ber of overlapping sound events at the same time. In real 

life, due to weather, environment and other reasons, the ap-

pearance of sound is often not separate; in the judgment of 

the scene also need to consider a variety of sounds, so we 

should pay more attention to polyphonic sound event detec-

tion. [1] 

SED has been studied by many scholars. The feature 

and classification technology were selected relatively single 

in the early time. MFCC was used as the sound feature, and 

the traditional HMM [2] or its classification model [3] used 

to classify the sound events.  

With the development of SED, a large number of schol-

ars have studied the selection of characteristics. Valenti M, 

Tonelli D and Vesperini F discussed how to combine and 

preprocess the voice data of double channels when extract-

ing features, and compared MFCC, log-mel and other fea-

tures extracted from single channel data or double channel 

data to select suitable features for sound event detection [4]. 

Other scholars contrast discussed several different charac-

teristics on the result of identification, the author selected 

the MFCC, PLP and loudness three characteristics, finally 

suggests PLP has good effect [5], and logMel and 

logAvgMel are combined to discuss whether two kinds of 

features can obtain better effect [6]. At present, SED mainly 

adopts frequency domain features such as MFCC and log-

mel. 

Thanks to the development of deep learning technol-

ogy, classification technology also has more choices. Deep 

neural network (DNN) was selected for classification, and 

a combination of single-label recognition neural network 

used DNN was selected for multi-label analysis. The thresh-

old of each label was also discussed [7]. There is also a 

method that focus on the pooling mode of pooling layer in 

the convolutional neural network [8], the "automatic pool-

ing" which is different from the traditional pooling modes 

such as "maximum" and "minimum" was used. There are 

also methods analyzing the effect of Recurrent Neural Net-

work (RNN) on classification performance [9], [10]. The 

RNN and convolution neural network (CNN) was combined 

as the convolution Recurrent Neural network (CRNN). 

At the same time, we also noticed the method of 

achieving excellent results in DCASE2018, one of which   

adopted EAD to strengthen the labels of weak and unlabeled 

events, and then adopted CNN and RNN to detect and clas-

sify [11]. And another one proposed the semi-supervision 
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framework of the mean teacher, and used CRNN for detec-

tion and classification, which achieved good results [12]. 

Because it is difficult to label sound time accurately in 

daily environment, how to use a large amount of unlabeled 

data or weakly labeled data to detect sound events has be-

come a hot topic of current research, and DCASE2019 task4 

focuses on this point. The target of the systems is to pro-

vide not only the event class but also the event time bound-

aries given that multiple events can be present in an audio 

recording. The challenge of exploring the possibility to ex-

ploit a large amount of unbalanced and unlabeled training 

data together with a small weakly annotated training set to 

improve system performance. 

Our technical report is organized as follow: our pro-

posed method is described in Section 2. Then, experiment 

and its results are presented in Section 3. Finally, we give 

the conclusions in Section 4. 

2. PROPOSED METHOD  

2.1. Multi-Channel feature  

According to [10], we proposed a multi-channel feature ex-

traction method. We choose a two-time scale as the frame 

length to extract the feature of the input data, and both of 

the two features are extracted in hop length of 511 points, 

to keep the number of them same. Then, we combine the 

feature with two scales as two channels of the input feature, 

just like multi-channel in image processing.  

We choose 64 bit Mel- spectrogram as the feature and 

combine them to a T*64 input vector，where T means the 

number of frame. 

2.2. Semi-Supervised learning model  

We used the mean-teacher method proposed in [12], and 

train the model as the same way. The mean-teacher model 

is first mentioned in [13]， there are two parts named 

teacher model and student model in the network. The net-

work parameters for the student model are update with gra-

dient descent, and the parameters for the teacher model are 

derived from the exponential moving average of the student 

model's network parameters. 

The loss of the model is combined with two cost: clas-

sification cost and consistency cost. The classification cost 

is calculated from the difference between the prediction and 

the label, and the consistency cost is defined with the ex-

pected distance between the prediction of the student model 

and the prediction of the teacher model, which can be used 

by both labeled and unlabeled data. 

For the task, we defined consistency cost in clip and in 

frame, which is calculated by obtained by comparing the 

logits of both the student model and the teacher model for 

the whole audio clips. Aim to achieve the batter Noise Re-

sistance, we add random noise to data onto the teacher 

model. Figure 1 shows the details. 

Figure 1：The mean-teacher method we use for the task  

2.3. Neural network  

We use 3 layers Convolutional Neural network (CNN), 

with a   Residual Neural Network (ResNet) block behind 

every CNN layer. And then there are 2 layers of recurrent 

neural network (RNN). We add dropout layer after each 

layer of the CNN and RNN, with a 0.5 dropout.  

The ResNet was first proposed in [14] to solve the deg-

radation when the learning depth increased. The network 

has been applied in image processing, and achieved good 

results. This method changes the learning object from the 

output to the difference between the input and the output. 

Figure 3 shows the structure of a Residual block. The Re-

sidual block is implemented via shortcut connection. The 

input and output of the block are superimposed by shortcut 

as an element-wise. This simple addition adds no additional 

parameters or computation to the network. At the same time, 

it can greatly increase the training speed of the model and 

improve the training effect.  

Figure 2：the Residual block 

In addition, our CNN uses Gated Linear Unit (GLU) as 

our activation function. 

                            𝑌 = 𝜎(𝜔 · 𝑋 + 𝛽)⊙ 𝑋                         (1) 

Where 𝑋∈𝑅n×n is the input feature vector, σ is the element-

wise Sigmoid activation and ⨀ is the element-wise multi-

plication. 𝜔∈𝑅n×n And 𝛽∈𝑅n×n are trainable parameters, 
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Figure 3：Model of the network. This is for one scale feature . When it comes two , double the reshape as: T/8×64

×2 because of the 2 channel. 

weights and bias. The model of the network is shown in 

Figure 3. 

2.4. Attention layer  

We apply an attention layer to contribute the label of each 

frame to a clip. We use the method mentioned in [15], 

which is defined as the Linear softmax pooling function.  

                                            𝑦 =
∑ 𝑦𝑖

2
𝑖

∑ 𝑦𝑖𝑖
                                (2) 

Where y means the aggregated clip-level Probability, 

and yi means the predicted probability of the same event 

type at the i-th frame. The linear softmax pooling function 

has the following advantages: (1) it allows the gradient to 

flow unobstructedly; (2) it achieves a balance between false 

negatives and false positives for localization; (3) its predic-

tions on the recording level and the frame level are rela-

tively consistent. 

3. EXPERIMENTAL RESULTS 

3.1. DCASE2019 dataset 

The dataset for this task is composed of 10 sec audio clips 

recorded in domestic environment or synthesized to simu-

late a domestic environment. The task focuses on 10 class 

of sound events that represent a subset of Audioset. The 

dataset for DCASE 2019 task 4 is composed of a subset 

with real recordings (from Audioset) and a subset with syn-

thetic recordings. Real recordings are extracted from Audi-

oset. It consists of an expanding ontology of 632 sound 

event classes and a collection of 2 million human-labeled 

10-second sound clips. And the synthetic set is composed 

of 10 sec audio clips generated with Scaper. The fore-

ground events are obtained from FSD. Each event audio 

clip was verified manually to ensure that the sound quality 

and the event-to-background ratio were sufficient to be 

used an isolated event. 

3.2. Data pre-processing and feature extraction 

Since the speech length of each segment is 10 seconds, and 

sampling rate is 44100Hz, we adopted a fixed number of 

frames input network and divided the data into one frame 

according to 2048 points with hop length of 511points. We 

use 64bit Mel – spectrogram for every frame as the feature, 

so we get a feature with the shape of 846*64 for each chan-

nel. 

3.3. Baseline  

The baseline method for the dataset used is provided in [12].  

3.4. Experimental setup  

Because of the length and sampling rate, we get a frame 

with 46.44ms, and 846 frames for the 10s clip. Due to the 

time pooling by 8 (2×2×2), we get 106 frames output, 

which means each frame has the same length of 92.59ms. 

Also, we extracted features both one channel and two for 

all the audio clips, no matter labeled or unlabeled, and eval-

uated the model on the dataset ‘Validation 2019 ’and ‘Eval-

uation 2018’. The dropout after all layers was set as 0.5. 

3.5.  Experimental results 

In the DCASE2019 task4, the event-based F1-score is used 

to evaluate the performances of modules, and segment-
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based F1-score as a secondary measure. We give the result 

in Table 1 and Table 2. 

 

Table 1:event -based F-score metrics (macro averaged) 

 Validation 2019 Evaluation 2018 

Single channel 30.73% 29.34% 

Double channel 32.81% 31.60% 

Baseline 23.7 % 20.6 % 

 

Table 2:segment-based F-score metrics 

 (macro averaged) 

 Validation 2019 Evaluation 2018 

Single channel 65.06% 62.74% 

Double channel 62.78% 60.66% 

Baseline 55.2 % 51.4 % 

To discuss the result in two scale features, we also an-

alyze the class-wise result. And they are shown in table 3 

and table 4. 

 

Table 3:event -based F-score metrics (macro averaged) 

for single channel feature  

 Validation 2019 Evaluation 2018 

Speech 51.4% 51.3% 

Dog 6.3% 6.5% 

Cat 35.5% 35.5% 

Alarm/bell/ 

ringing 
42.6% 44.5% 

Dishes 7.5% 7.3% 

Frying 14.0% 10.6% 

Blender 42.6% 42.6% 

Running water 26.9% 22.4% 

Vacuum 

cleaner 
50.6% 46.9% 

Electric 

shaver/tooth-

brush 

29.8% 29.1% 

 

Table 4:event -based F-score metrics (macro averaged) 

for double channel feature  

 Validation 2019 Evaluation 2018 

Speech 46.0% 45.5% 

Dog 15.6% 15.8% 

Cat 36.3% 27.8% 

Alarm/bell/ 

ringing 
40.5% 44.0% 

Dishes 18.5% 16.3% 

Frying 26.4% 25.7% 

Blender 28.3% 30.3% 

Running water 29.9% 26.4% 

Vacuum 

cleaner 
54.5% 56.9% 

Electric 

shaver/tooth-

brush 

32.3% 27.5% 

 

Table 1-4 show the result for validation 2019，with 

the best event-based F1-score is 32.81% and the segment-

based is 62.78% with the double-channel feature. The re-

sult for Evaluation 2018 is 31.60% and 60.66%. We no-

ticed that the class-wise event-based F-score has a perfor-

mance improvement in some classes such as ‘Dog’ ,’Cat’, 

‘Dishes’ and so on, with a bad effect using single-channel. 

However, it leads to some reduce of some other classes. 

Therefore, it is still a problem to choose different features 

for different sound event.  

4. CONCLUSION  

In this technical report, we proposed a network consisting 

of 3-layer CNN with 3 ResNet block behind each layer, and 

2-layer RNN to improve the F-score of the event-based. 

And we get an event-based F-score with 32.81% for the 

Validation 2019 and 31.60% for the Evaluation 2018, 

which are better than the baseline with 23.7% and 20.6%. 

Also, we find out that a multi-channel feature will give a 

contribution to improve the effect.      
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