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ABSTRACT 

This report describe our methods for the DCASE 2019 

task1a and task1c of Acoustic Scene Classification 

(ASC).Especially task1c for unknown scene, which not included 

in training dataset, We use unbalance unknown class training 

data and a threshold to classify the known and unknown scenes. 

In our method, we use Log Mel Spectrogram with different divi-

sions, as the input of multiple neural network, the ensemble 

learning out-put shows good accuracy. For task 1a we use VGG 

and xception as network and 3 different divisions ensemble, the 

accuracy is 0.807 for Leadboard dataset. For task 1c we use Con-

volutional Recurrent Neural Network (CRNN) and self-attention 

mechanism with 2 different features division ensemble, and a 

threshold for unknown judgment, the Lead-board accuracy is 

0.653.  

Index Terms— audio scene classification, Log Mel-

Spectrogram, CRNN, self-attention mechanism, ensemble 

1. INTRODUCTION 

The acoustic scene classification (ASC) is a complex problem 

but crucial in industrial, especially in home entertainment elec-

tronics, smart home, and complex environment automatic speech 

recognition. The IEEE AASP Challenge on Detection and Classi-

fication of Acoustic Scenes and Events (DCASE) attracted many 

researches from academic and industry [1-4]. 

From previous DCASE challenge results, the deep learning, 

such as CNN [5], CRNN [6] and ensemble learning [7] shows 

great performance on this area. The audio data is mostly generat-

ed the time-frequency info, such as Mel Frequency Cepstral Co-

efficients (MFCC) [8], Constant Q transformation (CQT) [9], and 

other audio signal features [9]. From last year’s top rank results, 

CNN network achieved good performance, RNN network shows 

better performance in time correlation signal. 

We made different divisions of mel-spectrogram, use mean 

probabilities and ensemble. In this paper, we will describe the 

detail of our methods we pro-posed, experimental and conclusion. 

2. PROPOSED METHOD  

This section describe the audio feature extraction and neural 

network detail of our method. For task1a, we use 2 different 

network and 3 different features, total 6 networks ensemble. For 

task1c, 1 feature or 2 features are used, different threshold for 

unknown class judgement and self-attention based CRNN net-

work was used construct 4 different final submissions. 

2.1. Audio Features 

We use Log Mel-spectrogram as audio feature. Most of DCASE 

2018 top team use this as the feature [5][10], it shows better 

performance than MFCC, CQT, wavelet [11], HPSS [5] in our 

experiment.  

Different time division log mel-spectrogram achieved differ-

ent results. The DCASE 2019 dataset is 10 seconds 48000Hz 

audio, we use below Table.1 features different short-time Fouri-

er transformation (STFT) window setting and different mel-

spectrogram filter bins. The main frame length is 1920, 2048 and 

4800 points. Then the STFT apply with Mel filter bank, the 

number of bandpass filters was 200,100 and 128. We use log 

mel-spectrogram because of the human ear is sensitive at low 

frequency and insensitive at high frequency. The 10 seconds 

audio has been divided into 9, 10, 5 and 1 segments as described 

in table.1. 

In Task1a, the Acoustic Scene Classification dataset provided 

stereo audio for training and testing, the stereo audio contains 

spatial alternation information, and for example the vehicles run 

from left to right, we take advantage of the stereo audios. We 

also mixed left and right channel, it contains full information 

than individual channel info. For task1a we use 3 channels (Left, 

Right and Mixed) as input features. The 10 seconds audio chunk 

divided to 2 seconds segments and 1 second segments, then the 1 

audio train data divide into 9 and 10 train data, it’s kind of data 

augment. 

In Task1c, the dataset provided mono channel audio, we use 

features 4 and 5 in Table 1. 

In Task1a, features 1, 2, 3, 5(feature 5 with 3 channels) was 

used. In task1c, features 4, 5 was used. 
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Features 

Index 

STFT-Window 

Size 
Overlap Channels Time Division 

Feature Shape 

(segs*channel*fram

e*mel-bin) 

1 1920 1440 Left/Right/Mixed 
2 sec len with 1 sec over-

lap, divided to 9 segs 
9*3*200*200 

2 1920 1440 Left/Right/Mixed 
1 sec divided to 10 seg-

ment 
10*3*100*100 

3 4800 2400 Left/Right/Mixed 10 sec 1*3*200*200 

4 2048 1301 Mixed 2 sec 5*1*128*128 

5 2048 1052 Mixed 1 sec 10*1*48*128 

 

Table 1: Multi division of the feature proposed by us 

 

2.2. Network Architecture 

2.2.1. CNN 

The 1st network we used in task1a was VGG CNN network pro-

posed by Kong [12], CNN8 in Kong’s experiments in 2018 

task1a, the results is 0.68 when use mono audio feature. We got 

0.70 when use stereo audio, and 0.71 as 3 channels audio fea-

tures in 2018 development set. 

2.2.2. Xception 

The 2nd network we used in task1a was Xception [13]. Xception 

is based on Depthwise separable convolution layer, we directly 

use this network and didn’t made any change, the input shape is 

3*200*200 and 3*100*100 for task1a. 

2.2.3. Self-attention based CRNN 

In this technical report, we use CRNN-based self-attention 

mechanism model [14] in task1c. In order to get more scene 

information, we use self-attention mechanism [15] to encode its 

input. Self-attention layer can capture global information well 

and solve the problem of long-distance dependence. RNN needs 

to be re-cursive step by step to get scene information and CNN 

relies on cascade to expand the field of receptivity. So we com-

bine with self-attention mechanism after CRNN model. The 

model framework is as shown in the figure1: Self-attention based 

CRNN structure. 

 

 

 
 

Figure 1: Self-attention based CRNN structure 

 

2.3. Data Augmentation 

In order to solve the problem of model over-fitting and scarcity 

of data sets, we used data enhancement methods—Mix-up [16] 

when training the model. Mixup extends the prior knowledge of 

training distribution by combining linear interpolation of feature 

vectors. Mixup builds a virtual sample in the following way 

𝑥̂ = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗                           (1) 

𝑦̂ = 𝜆𝑦𝑖 + (1 − 𝜆)𝑦𝑗                           (2) 

Where x𝑖, x𝑗  are two samples randomly extracted from the raw 

training data set. The value of λ is between 0 and 1.yi; yj are 

one-hot label encodings. 

The mix up random mix 2 samples (x𝑖 , y𝑖) and (x𝑗 , x𝑗) from 

the training data, According to our experiment, by using mix up, 

the accuracy increased about 1% in task1a and task1c. 

Furthermore, we try to mix 2 examples from same classes, other 

than random from all training data, we believe this will improve 

the generalization ability for this task. For this DCASE challenge, 

the training data is from 9 cities, and validation data is from 10 

cities, the final evaluation data is from 12 cities, we try to mix 

different cities same scene audio clips, we believe it will im-

prove the performance for the data predict from not include in 

training data cities. 
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3. EXPERIMENT AND RESULTS 

3.1. Dataset 

TAU Urban Acoustic Scenes 2019 dataset is used in this report. 

For task1a TAU Urban Acoustic Scenes 2019 dataset include 10 

classes’ acoustic scenes from 10 cities total 14400 segments ste-

reo audio files. The default train/test set is 9185 in train (not in-

clude audio from Milan), 4185 in test, additional 1030 segments 

from Milan. We use the default setting for training. The evalua-

tion dataset is from 12 cities (2 cities not encountered in devel-

opment set). 

For task1c use TAU Urban Acoustic Scenes 2019 Openset da-

taset, and some additional data as “unknown” acoustic scenes. 

The development dataset include 14400 of ten scene classes as 

above task1a mix mono channel audio, and 1450 unknown class 

segments, actually the 1450 unknown segments include 4 classes. 

The evaluation dataset include 10 known classes and part in other 

unknown environments. We use the officially divided training set, 

where unknown class has three scenes, and there is another un-

known scene in the official test set. 

3.2. Task1a Results 

In the table below, we compare our network accuracy and the 

official baseline accuracy for Task1a.( Some data results are not 

given in the technical report due to time.) 

 

NN type Feature 

choose 

Results (%) Leadboard 

Result 

Base line  64.33  

Xception Feature 1 -  

Feature 2 -  

Feature 3 -  

VGG 

CNN 

Feature 1 -  

Feature 2 -  

Feature 3 -  

Attention 

based 

CRNN 

Feature 4 * 

3channel 

73.10  

Ensemble Mean ensem-

ble 

-  

Lead-

board 

  80.67 

 

Table 2: Overall accuracy in Task 1a 

 

3.3. Task1c Results 

In the table below, we compare our network correctness rate and 

the official correct rate for Task1c.  

Considering that the officially released data set has undefined 

unknown class, so, when the system outputs the correct probabil-

ity of each audio segment, we add a threshold judgment mecha-

nism, that is, when the audio scene output probability is lower 

than 0.4, it is determined as unknown class. 

 

 

 

 

NN type 
Feature 

choose 

Results 

(%) 

Leadboard 

Result 

Base line  46.67 46.67 

Attention based 

CRNN 
Feature 4 58.31 

- 

Attention based 

CRNN 
Feature 5 50.69 

- 

Ensemble 
Mean ensem-

ble 
57.27 65.33 

 

Table 3: Overall accuracy in Task 1c 

3.4. Experiment setting 

The parameters including learning rate, decay, momentum and 

initial training weights were default provided by baseline Keras. 

We use Adam as stochastic gradient descent for optimizer of the 

network. 

Training and validation data was default setting by DCASE 

organizer. We pre-train for several hours for each network. For 

Leadboard and evaluation, we use all dev data as training data, 

and default validation data as validation data, load the pre-

trained weight for each network, it need to train for less than 10 

epochs when we use batch size as 128, to prevent the overfitting 

problem. 

For task1c we use both 0.4 and 0.41 as a threshold, in different 

submissions, when the predict probability of our network for the 

audio segment is less than the threshold, we judge it as unknown 

class for the predict result. 

4. CONCLUSION 

 

The report conclude our methods for DCASE task1a and task1c. 

For task1a we considered generalization ability of our system is 

a significant factor, because the default training data is from 9 

cities, but the evaluation data is from 12 cities, we tried data 

augment by using mix-up, and modified mix-up, we believe 

same class mix up with different cities should improve the gen-

eralization ability. 

For task1c unknown scene is a challenge, we only use 11 clas-

ses classification similar with task1a, but it’s regular problem in 

image and face recognition fields, in future we plan to pay more 

attention on the unknown judgement. It’s practical on industrial. 
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