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ABSTRACT

Automated audio captioning is machine listening task whose goal is
to describe an audio using free text. An automated audio captioning
system has to be implemented as it accepts an audio as input and
outputs a textual description, that is, the caption of the signal. This
task can be useful in many applications such as automatic content
description or machine-to-machine interaction. In this technical re-
port, a automatic audio captioning based on residual learning on the
encoder phase is proposed. The encoder phase implemented via dif-
ferent Residual Networks configurations. The decoder phase (cre-
ate the caption) is run using recurrent layers plus attention mecha-
nism. The audio representation chosen has been Gammatone. Re-
sults show that the framework proposed in this work surpass the
baseline system improving all metrics.

Index Terms— Audio captioning, Residual learning, Atten-
tion, Encoder-Decoder, Gammatone

1. INTRODUCTION

Audio captioning is a novel machine listening task that was first pre-
sented in [1]. Audio captioning can be understood as a intermodal
translation. Its goal is to create an autonomous and smart descrip-
tion on an audio signal. The state-of-the-art solution employs an
encoder-decoder architecture [2]. The encoder block embeds the
audio representation (i.e. log Mel-Spectrogram representation) into
a lower dimensionality feature map while the decoder creates a se-
quence of words from that new representation, that is, the smart
caption. This caption must be as close as possible as human perfor-
mance which means that captions must be structured according to
the language in which it is being described. This task differs from
other classic machine listening tasks such as audio tagging or sound
event detection. Audio captioning is not intended to assign labels to
audio or to calculate onset and offset times.

First approximations to autonomous captioning where done in
image domain [3, 4] followed by autonomous video captioning
[5, 6]. In [3] this problem was addressed for the first time. Cap-
tioning, whether in the image or audio domain, can be interpreted
as an artificial intelligence problem that connects two fields. In the
case of the image domain, computer vision and language processing
techniques must be merge. In audio domain, the representation of
the audio, the processing of this representation (similar to computer
vision techniques) and the language processing must be taken into
account. The intuition on which this work is based is in the work
done in sentence translation where a sentence must be translated
from an initial language to a target language. The emergence of
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recurrent neural networks (RNNs) led to the creation of simpler so-
lutions (without reordering or individual processing of each word)
and maintained state-of-the-art performance [7, 8]. In this type of
problem, an RNN encodes the input sentence into a fixed-size cod-
ification and a RNN decoder generates the translated sentence in
the target language. As image captioning takes as input a fixed size
image, in [3] it is decided to replace the encoder block by a convo-
lutional neural network (CNNs). This type of network has shown
good results in extracting descriptive information about the images.
Thus, a network of this nature will be used to encode the images for
the decoder, which in this case is a recurrent network.

Autonomous captioning frameworks (regardless the data do-
main, e.g. image or audio) can be divided in two blocks as men-
tioned before: encoder and decoder. Going a little more in detail in
each of the parts can be stated:

• Encoder: it processes the input data e.g. RGB image and
creates more sophisticated high level representations from
the input. This block is the one that has produced the most
different solutions. Some state-of-the-art works propose that
the encoder be by convolutional layers [3, 5] and others by
recurring layers [8, 7, 1].

• Decoder: it takes the encoder’s output and creates the final
caption. This block is usually implemented using a Recur-
rent Neural Network (RNN). The final layer is usually a fully
connected layer [8, 7] with the number of units equal to num-
ber of possible words [1].

As it can be observed, an autonomous captioning system can
be reformulated as one that given an entry X, the system is able to
obtain the most relevant characteristics that allow it to title the entry
through a series of meaningful words lexicon.

Once explained in a generic way how the audio captioning sys-
tem (input-output configuration) is composed. There are a series of
metrics that allow evaluating the performance of the proposed sys-
tem. These metrics are: BLEU [9], ROUGEL [10], METEOR [11],
CIDERr [12], SPICE and SPIDEr [13].

In order to validate automated audio captioning systems the
Clotho dataset will be used [2]. This is the first captioning dataset
manually labeled using only audio data information. All the infor-
mation on how it has been labeled and the postprocessing procedure
can be found in [14]. This dataset is made up of audios from 15 sec-
onds long to 30 seconds long. Each audio has 5 captions that can
vary from 8 to 20 words. There are a total of 4981 audio samples
and therefore 24905 captions. All audios are from the Freesound
platform and their titles have been made using the Amazon Mechan-
ical Turk tool with annotators from English-speaking countries.

The total number of possible words in the dataset is 4365. In
turn, the dataset is divided into 3 parts: development, evaluation and
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Figure 1: Proposed system representation. Audio is first represented using Gammatone filter bank. Later, a richer representation of the audio
is obtained by means of a residual encoder. The final caption is obtained by using a recurrent decoder with the attention mechanism.

testing. Some of the details of this separation are that only an audio
sample can appear in one of the partitions and not in two. There is
no word that appears only in a split. The appearance of the words is
proportional to the partition percentage: 60 % development, 20 %
evaluation and 20 % testing.

During the development phase of the contest, the development
and evaluation partitions have been released. The development split
consists of 2893 audio clips and 14465 captions. This partition is
used to train the system. The evaluation split consists of 1045 au-
dio clips and 5225 captions. This partition is used to validate the
training and check its generalization. This block is used to choose
the model that will be used to predict once the testing partition is
released. All partitions take into account the consideration of the
proportional appearance of words in each split as explained before.

The aim of this work is to propose a solution based on an
encoder-decoder structure where the encoder corresponds to a con-
volutional neural network and the decoder to a recurrent neural net-
work. To achieve more accurate results the decoder implements
an attention mechanism. An analysis of different state-of-the-art
residual networks as possible encoders is carried out. In addition,
the representation of the audio is done using the Gammatone filter
bank.

The rest of the paper is organized as follows. Section 2 explains
the baseline method and the proposed method in this submission.
Section 3 shows the results obtained by all the experiments com-
pared to the baseline. Finally, Section 4 concludes this work.

2. METHOD

2.1. Baseline system

The starting point of this task consists in an encoder-decoder struc-
ture formed by a Recurrent Neural Network (RNN) in both blocks.
The encoder corresponds to a RNN of 3 bi-directional GRU lay-
ers. All GRU layers have the same number of features, 256. The
decoder in implemented with just one GRU layer of 256 features
and a classification layer of 4637 (length necessary to represent all
possible words in one-hot encoding).

The input is a log-Mel Spectrogram audio representation with
64 Mel filters. The temporal bins are obtained using a 46 ms win-
dow length with 50% overlap. Representation are padded with ze-
ros at the beginning when the audio length is less than the maximum
possible in the batch.

A post-processing for captions is needed in order to train the
system. The steps carried out are:

• Remove all punctuacion

• Change all letters to small case

• Tokenization, that is, assign specific index identification to
each word

• Add start of sequence token, i.e. <sos>

• Add end of squence token and pad when necessary to the
maximum caption length possible, i.e. <eos>

The autoncoder is optimized during training using Adam opti-
mizer [15]. The batch size is set to 16 samples and the number of
epochs to 300. The loss function is set to cross-entropy loss. The
learning rate start with a value of 10−4 and before every weight up-
date, the 2-norm of the gradients clipped using as a threshold the
value of 2.

2.2. Proposed system

The system proposed in this work is based on [3, 16]. The main
idea on [16] is that the captioning system learn where to look in
the representation in order to predict the next sequence word. The
attention mechanism forces the system to look for the relevant part
in the encoding feature map. A full representation of the proposed
framework can be seen in Figure 1.

In this work, the encoder block is a CNN. Residual networks
have been the choice. Residual network were first introduced in
[17]. Residual layers are designed in order to approximate a residual
function as F(X) := H(X) −X, where H represents the feature
to be fit by a set of stacked layers and X represents the input to
the first of such stacked layers. Therefore, H can be expressed as
H(X) = F(X)+X. The reason why this kind of CNN have been
chosen corresponds to the idea that the network training might be
easier if optimizing a residual mapping instead of an unreferenced
one, as in a classical CNN [18]. This residual learning can be easily
implemented by adding a shortcut connection that would perform
as identity mapping, that is, adding the input X to the output of
the residual block F(X). In this work, different state-of-the-art
Residual networks have been implemented as encoder block [17,
19, 20].

The decoder is implemented via RNN. As explained before, this
block task is to look at the encoder’s output and generate the final
caption word by word. The decoder is implemented with a LSTM
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System BLEU1 BLEU2 BLEU3 BLEU4 ROUGEL Cider SPICE SPIDEr
Baseline 0.389 0.136 0.055 0.015 0.262 0.074 0.033 0.054

Enc-50-DecAtt 0.4528 0.2058 0.0976 0.0488 0.3066 0.1220 0.0602 0.0911

Enc-101-DecAtt 0.4635 0.2168 0.1074 0.0562 0.3133 0.1438 0.0648 0.1043

Enc-152-DecAtt 0.4480 0.2077 0.1023 0.0537 0.3100 0.1240 0.0628 0.0934

Enc-Wide101-DecAtt 0.4452 0.2053 0.1049 0.0572 0.3092 0.1253 0.0641 0.0947

Table 1: Results with different Residual configurations

layer. The final layer of the decoder corresponds to a Dense layer
of 4637 units with sigmoid activation that indicates the probability
of each word to be used as caption. This decoder also implement an
attention mechanism to allow the encoder to analyze different parts
of the encoder’s output as it has to predict the next word. In practice,
this is a smart weighted average across all encoder’s outputs feature
maps. The higher weights will indicated relevancy in that features.
This averaged feature map is passed as input to generate the next
word. The attention mechanism takes into account the sequence
created at the specific moment before predicting the next word and
looks for the next part of the encoder’s output to be more relevant.
This is done by a a DNN with a softmax activation at the last layer
in order to assign the relevancy of each part of the encoder’s output.

The input of this framework has been decided to be the Gamma-
tone audio representation [21, 22]. The number of frequency bins
is set to 64 as well as the baseline system. All post-processing of
the captions is done with the same procedure as the baseline. Train-
ing procedure also reamins the same as baseline system. This work
implementation can be found in the following link*.

3. RESULTS

Table 1 shows the results obtained for the different implementations
submitted to this challenge. As it can be appreciated, the study mod-
ule in this challenge has been the encoder. For this, different state-
of-the-art architectures incorporating residual learning have been
implemented. The Resnet50, Resnet101 and Resnet152 residual
architectures were proposed in the original paper where the resid-
ual learning was first presented [17]. The idea behind them is the
same and they are implemented with the same convolutional blocks
placed in the same sequential way. That is, they have the same ker-
nel size or number of filters. The difference between them is how
many times each convolutional block is repeated. Thus Resnet50 is
a 50-layer residual network, Resnet101 is a 101-layer network, and
Resnet152 is a 152-layer network.

Since the introduction of this type of network, a multitude of
combinations or studies have been proposed to improve the be-
haviour of the residual network, either in reducing the number of
layers or the training time by maintaining or improving the results
obtained. One solution that aims to maintain the benefits of residual
learning but with less deep networks is the Wide Residual Networks
[20]. In this submission, the Resnet101 network has been tested but
implementing the modifications presented in [20].

Table 1 presents all the metrics obtained on the validation set
except the METEOR metric. If we analyze the SPIDEr metric
(since it is the one that is going to be used to rank the systems in the
challenge) it can be noticed that the networks with 101 layers are

*https://github.com/sergipc22/dcase20 task6/tree/develop

those that show a better behavior. The system with the Resnet101
encoder obtains a value of 0.1043, doubling the result presented in
the baseline. As it can be observed, the system that implements the
Resnet152 network shows a worse result, which may be a case of
overfitting. On the other hand, Resnet50 shows the worst result,
being in this case an example that the system is too tiny to extract
relevant features from the input Gammatone spectrogram. On the
other hand, the encoder with wide residual learning does not achieve
any improvement in the classic residual architecture.

For more clarity, a table is presented with the relationship be-
tween the system studied and the label used in the challenge sub-
mission

Encoder used Submission name
Enc-50 Naranjo-Alcazar UV task6 1

Enc-101 Naranjo-Alcazar UV task6 2

Enc-152 Naranjo-Alcazar UV task6 3

Enc-Wide101 Naranjo-Alcazar UV task6 4

Table 2: Relationship between the name of the submission and the
implementation explained in this paper.

4. CONCLUSION

Audio captioning is a very novel task in the field of machine lis-
tening. Automated captioning is a problem that has been getting
the attention of the image research community for a few years now.
Thanks to the recent release of a dataset specially designed for au-
dio captioning and the proposal of this task, the first novel solutions
will be proposed. In this work, a state-of-the-art image caption-
ing network is implemented in the problem of audio captioning by
making a study in the encoder block that is in charge of extracting
the information from the audio. It has been decided to change the
state of the art representation based on Mel filters and to use the
Gammatone filter bank that has shown better results in other tasks
performed by this same team.
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