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ABSTRACT 

This report described our contribution to Unsupervised Detection 

of Anomalous Sounds on DCASE 2020 challenge (Task2). In our 

work, we made some changes to the algorithm for simulating ab-

normal sound referred to the idea of abnormal sound simulation. 

Besides, to make use of the simulated abnormal sound, the change 

of output of the classification system based on Auto-encoder and 

binary cross entropy used for system’s training were done. The 

experiment results show a significant improvement performance 

comparing with baseline system’s results. In this report, we pro-

pose two systems with the above basic ideas, which are based on 

fully connected neural networks and convolutional neural net-

works (CNNs), respectively. 

Index Terms— Unsupervised learning, Anomalous sound detec-

tion, Abnormal sound simulation, DNN, GMM, Autoencoder. 

1. INTRODUCTION 

Anomaly detection in sound (ADS) has been paid much attention 

nowadays due to the abnormal sounds’ damage to performance of 

machines. In detail, supervised detection in sounds and unsuper-

vised detection in sounds are two kinds of ADS. However, it’s al-

most impossible to get all the information of abnormal sounds in 

reality because of actual anomalous sounds’ high variability, 

which means that supervised-ADS has no much useful application 

to do for us. For unsupervised-ADS, the only allowed dataset for 

train was normal sounds, which leads to most of the traditional 

detection system hard to increase the true positive rate (TPR) and 

 

Figure 1:  Abnormal sound simulation algorithm 

to decrease the false positive rate (FPR). However, TPR and FPR 

are the important performance measures of ADS. It is necessary to 

increase TPR and decrease FPR simultaneously to improve the 

overall performance of unsupervised-ADS. Therefore, to get high 

TPR under low FPR, anomalous sound simulation algorithm is a 

good method. 

In our study, we still used the auto-encoder (AE) as the clas-

sification system. Before the normal sounds data from the Devel-

opment dataset were used as input of the AE, we used the offered 

external data resources from IDMT-ISA-ELECTRIC-ENGINE as 

the input of the variational AE (VAE) which is used as the abnor-

mal sound simulation system. With the abnormal sound simulation 

algorithm shown in Figure 1, the outputs of VAE can be regarded 

as the simulated abnormal sounds [3]. Then, by using the simu-

lated abnormal sounds and normal sounds data from the Develop-

ment dataset as the input of AE, we can get the mean square error 

(MSE) as the final output. 

The idea of simulating abnormal sounds with external data 

resources and the Auto-encoder Classifier are used to highlight the 

clustering and outlying of normal data, in other words, to increase 

TPR and decrease FPR simultaneously. Through the test, the re-

sults showed a significant improvement performance comparing 

with baseline system’s results. The rest of this report will introduce 

the pretreatment, classification system and show the results of our 

systems. 

2. PRETREATMENT 

In this section we introduce the log mel spectrum and the abnor-

mal sound simulation system. 

2.1. Log Mel Spectrum 

Log mel spectrum is one of the classical acoustic features because 

it can simulate the process of human ear’s perception of the exter-

nal sound. In our work, the log mel spectrum is also used as the 

acoustic feature. 

2.2. Abnormal Sound Simulation System 

Based on VAE, Figure 2 shows the structure of the abnormal 

sound simulation system [3]. In this system, the external data from 

IDMT-ISA-ELECTRIC-ENGINE is used as the training data. The 

latent vector was corresponding to normal distribution   after the 

fit of Gaussian mixture model. Then with the abnormal sound 
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simulation algorithm and generator of VAE, the simulated abnor-

mal sounds were acquired. This section will introduce the structure 

of abnormal sound simulation. 

 

Figure 2:  Abnormal sound simulation system [2] 

The structure of encoder and generator (just like the decoder 

of VAE) based on fully connected layers and convolutional layers 

are shown as table 2.1 and table 2.2, respectively. “Dense (512)-

BN-Relu” denotes a dense layer has the 512 units followed by 

batch normalization and ReLU activation. “Conv1D(filter=64, 

kernel =5)-BN-ReLU” denotes a CNN1D layer has the 64 filter 

and a kernel of size 5 followed by batch normalization, ReLU ac-

tivation and max pooling. 

The training procedure of the abnormal sound simulation sys-

tem is actually the training procedure of VAE, namely, the param-

eters Θ𝐸 and Θ𝐺  to minimum the error between the reconstructed 

simulated abnormal audio signal and its corresponding input audio 

signal. Besides, to increase the speed and decrease the pay for this 

training procedure, it’s necessary to normalize the normal distri-

bution of latent vectors, which is also related to the parameters 

training. The detailed training procedure is referred to [3].  

 

Table 2.1: The dense-based VAE. The input feature is with the 

size of nmels × 𝑓𝑟𝑎𝑚𝑒 = 640.  

Layer Name Settings 

Encoder Input Shape= (640) 

Encoder 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Encoder Output 

z_mean = Dense (32) 

z_log_var = Dense (32) 

z = Sampling (z_mean, z_log_var) 

Generator Input Shape= (32) 

Generator 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Generator Output Dense (640) 

 

3. CLASSIFICATION SYSTEM 

We need a system based on the ideas proposed in Section 1, which 

can make full use of the simulated abnormal sounds as well. In this 

section, we propose a system named autoencoder-based classifier 

with better performance comparing with baseline system. We will 

introduce the structure and the training method of our system. 

Table 2.2: The CNN-based VAE. The input feature is with the size 

of (nmels × 𝑓𝑟𝑎𝑚𝑒 = 640,1).  

Layer Name Settings 

Encoder Input Shape= (640,1) 

Encoder 

Conv1D(filter=64, kernel =5)-BN-ReLU 

Maxpooling 2 

Conv1D(filter=128, kernel =5)-BN-ReLU 

Maxpooling 2 

Conv1D(filter=256, kernel =5)-BN-ReLU 

Maxpooling 2 

Flatten-Dense(128, Relu) 

Encoder Output 

z_mean = Dense (16) 

z_log_var = Dense (16) 

z = Sampling (z_mean, z_log_var) 

Generator Input Shape= (16) 

Generator 

Dense (80*256) - Reshape (80,256) 

Conv1D(filter=256, kernel =5)-BN-ReLU 

Upsampling 2 

Conv1D(filter=128, kernel =5)-BN-ReLU 

Upsampling 2 

Conv1D(filter=64, kernel =5)-BN-ReLU 

Upsampling 2 

Generator  

Output 
Conv1D(filter=1, kernel=5) 

 

3.1. Autoencoder-Based Classifier 

In our implementation, the classification system can be imple-

mented by two different structures. The structures are shown in 

Table 3.1 and Table 3.2.  

In our autoencoder classifier, the system consists of an en-

coder and decoder that can be trained, and the AE is followed by 

a MSE function and a sigmoid function. 

𝑒𝑟𝑟𝑜𝑟 = 𝑚𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡𝑑𝑒𝑐𝑜𝑑𝑒𝑟 , 𝑖𝑛𝑝𝑢𝑡𝑠)              (1) 

𝑜𝑢𝑡𝑝𝑢𝑡𝑎𝑒_𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑒𝑟𝑟𝑜𝑟)             (2) 

Through sigmoid function, we can map the AE output into (0,1). 
Finally, the Anomaly Score is the same as 𝑜𝑢𝑡𝑝𝑢𝑡𝑎𝑒. 

 

 

Table 3.1: The dense-based autoencoder classifier. The input fea-

ture is with the size of nmels × 𝑓𝑟𝑎𝑚𝑒 = 640.  

Layer Name Settings 

Encoder Input Shape= (640) 

Encoder 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Encoder Output z = Dense (32) 

Decoder Input Shape= (32) 

Decoder 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Dense (512)-BN-ReLU 

Decoder Output Dense (640) 

Lambda Error=MSE (Decoder-output, input) 



Detection and Classification of Acoustic Scenes and Events 2020  Challenge 
  

Output Output=Sigmoid (Error) 

Table 3.2: The CNN-based autoencoder classifier. The input fea-

ture is with the size of (nmels × 𝑓𝑟𝑎𝑚𝑒 = 640,1).  

Layer Name Settings 

Encoder Input Shape= (640,1) 

Encoder 

Conv1D(filter=64, kernel =5)-BN-ReLU 

Maxpooling 2 

Conv1D(filter=128, kernel =5)-BN-ReLU 

Maxpooling 2 

Conv1D(filter=256, kernel =5)-BN-ReLU 

Maxpooling 2 

Flatten-Dense(128, Relu) 

Encoder Output z = Dense (16) 

Decoder Input Shape= (16) 

Decoder 

Dense (80*256) - Reshape (80,256) 

Conv1D(filter=256, kernel =5)-BN-ReLU 

Upsampling 2 

Conv1D(filter=128, kernel =5)-BN-ReLU 

Upsampling 2 

Conv1D(filter=64, kernel =5)-BN-ReLU 

Upsampling 2 

Decoder Output Conv1D(filter=1, kernel=5) 

Lambda 
Error=MSE (Flatten(Decoder-output), 

Flatten(input)) 

Output Output=Sigmoid (Error) 

 

3.2. Classifier Training Method 

We create a list of labels, labeling normal audio data and simulated 

anomalous audio data, where 0 and 1 represent normal he anoma-

lous, respectively. We named the list of labels as ytrue which is the 

expected output of the classification system. 

Because the output of our classification system is 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥), and after we build a label list, we can train AE sim-

ilarly to train a binary classifier. Obviously, we need to choose bi-

nary cross entropy binary_crossentropy as the loss function: 

𝐿(𝑦, 𝑦̂) = −
1

𝑁
∑ (𝑦 ∗ log(𝑦𝑖̂) + (1 − 𝑦) ∗ log⁡(1 − 𝑦𝑖̂
𝑁
𝑖=0 )).     (3) 

The 𝑏𝑖𝑛𝑎𝑟𝑦_𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦  measures how far each category's 

prediction is from the true value (0 or 1), and then averages these 

category errors to obtain the final loss. 

The output of out AE has the following characteristics: 

1. When the input is normal data, the anomalous score will be 

very small, i.e. 𝑚𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡𝑠, 𝑖𝑛𝑝𝑢𝑡𝑠) will be small. 

2. When the input is anomalous data, the anomalous score will 

be large, i.e. 𝑚𝑠𝑒(𝑜𝑢𝑡𝑝𝑢𝑡𝑠, 𝑖𝑛𝑝𝑢𝑡𝑠) will be large. 

Generally, it is difficult for us to ensure that ordinary autoencoders 

have the above-mentioned features, however, we can use the map-

ping and 𝑏𝑖𝑛𝑎𝑟𝑦_𝑐𝑟𝑜𝑠𝑠𝑒𝑛𝑡𝑟𝑜𝑝𝑦 as a loss function to train the net-

work to have the above-mentioned features. 

4. EXPERIMENTS 

The whole training process is shown in the Figure 3. To evaluate 

the performance of different systems, we use official evaluation 

methods, i.e. we calculate AUC and pAUC to evaluate the perfor-

mance of each system. 

The generator and classifiers were trained on the IDMT-ISA-

ELECTRIC-ENGINE dataset and the development dataset, re-

spectively. The train set was firstly spilt into the train (90%) and 

validate (10%) set. The classifiers were trained on the train set in 

maximum 100 epochs. The validation set determined the early 

stopping of the training, i.e., the training would be stopped if its 

loss failed to decrease in continuous 5 epochs. We used Adam op-

timizer and set β1⁡𝑎𝑛𝑑⁡𝛽2 to 0.9 and 0.999, and the initial learning 

rate was set 10−3.  

4.1. Simulate Anomalous Audio Data 

Generator was trained on the IDMT-ISA-ELECTRIC-ENGINE 

dataset, from which we integrated the train data and test data as the 

training data. And the KR-loss is used as the loss function to train 

generator. After training, we use the abnormal sound simulation 

algorithm shown in Figure 1 to simulate anomalous data. 

Figure 3: Training process 
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4.2. Autoencoder-based Classifier 

We concatenate normal dataset and simulated anomalous dataset 

as training dataset. Only the development dataset is used as the 

training dataset. Then the training method is as described in Sec-

tion 3.2. 

4.3. Calculate Anomaly Score 

For the AE-based classifier, we calculate the mean square error as 

the anomaly score. For the CNN-based classifier, we calculate the 

sigmoid mapping of mean square error as the anomaly score. 

5. RESULTS  

The performance of the proposed systems above is shown in Ta-

bles 5.1 and 5.2.  It is found that the dense-based and CNN-based 

autoencoder classifiers can both lead to better performance than 

the baseline system, in terms of AUC and pAUC.  

Table 5.1: Performance of “Wen-UESTC-task2-1” dense-based 

autoencoder classifier 

Type AUC pAUC 

Toy car 0.753333 0.630127 

Toy conveyor 0.770879 0.627321 

Fan 0.665770 0.516949 

Pump 0.733256 0.608876 

Slider 0.914237 0.746218 

Valve 0.819897 0.543894 

Table 5.2: Performance of “Wen-UESTC-task2-2” CNN-based 

autoencoder classifier 

Type AUC pAUC 

Toy car 0.829205 0.690493 

Toy conveyor 0.794139 0.648357 

Fan 0.690000 0.531957 

Pump 0.752254 0.619995 

Slider 0.806795 0.579188 

Valve 0.672531 0.509965 

Comparing Tables 5.1 and 5.2, we can find that the dense-

based autoencoder classifier performs better in types of “slider” 

and “valve”. The CNN-based autoencoder classifier performs bet-

ter in the other four types. Therefore, it is likely to get higher re-

sults with an ensemble of different classifiers. The results of the 

ensemble model are shown in the Table 5.3. The total average 

AUC and pAUC of the six types are as high as 0.8 and 0.63, re-

spectively. 

Table 5.3: Performance of “Wen-UESTC-task2-3” ensemble 

classifier 

Type AUC pAUC 

Toy car 0.829205 0.690493 

Toy conveyor 0.794139 0.648357 

Fan 0.690000 0.531957 

Pump 0.752254 0.619995 

Slider 0.914237 0.746218 

Valve 0.819897 0.543894 

6. CONCLUSION  

This report describes our submissions for DCASE2020 Task 

2. With the help of abnormal sound simulation algorithm and au-

toencoder classifiers, the performance of our proposed system is 

much improved as compared to the baseline system. 
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