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ABSTRACT

This report proposes an automated audio captioning model for the
2020 DCASE audio captioning challenge. In this challenge, a
model is required to be trained from scratch to generate natural lan-
guage descriptions of a given audio signal. However, as limited
data available and restrictions on using pre-trained models trained
by external data, training directly from scratch can result in poor
performance where acoustic events and language are poorly mod-
eled. For better acoustic event and language modeling, a sequence-
to-sequence model is proposed which consists of a CNN encoder
and a Transformer decoder. In the proposed model, the encoder
and word embedding are firstly pre-trained. Regulations and data
augmentations are applied during training, while fine-tuning is ap-
plied after training. Experiments show that the proposed model can
achieve a SPIDEr score of 0.227 on audio captioning performance.

Index Terms— audio captioning, acoustic event detection,
deep learning,

1. INTRODUCTION

Automated audio captioning is an multimodal translation task
where the model outputs a textual description given an audio sig-
nal. Besides modeling acoustic scenes and events, audio caption-
ing models also need to model natural language and other informa-
tion in audio including spatiotemporal relationships of sources (e.g.
turned on the gas on a gas canister and then switched the ignition
key), foreground versus background discrimination (e.g. machine
running and people talking in the back), concepts (e.g. ”muffled
sound”), and physical properties of objects and environment (e.g.
”hard surface, wooden door”) [1]. Audio captioning has received
more attention recently [1–6]. In Detection and Classification of
Acoustic Scenes and Events (DCASE) 2020, an audio captioning
challenge is announced. In DCASE 2020 audio captioning chal-
lenge, Clotho dataset [1] is used which contains 4981 audio clips in
15-30 seconds each with 5 captions in 8-20 English words. Among
the data in the dataset, 60% are used as development (training) set
and 20% are used as evaluation set while the last 20% remains as
test set. Audio captioning model is required to build without us-
ing any additional annotation or external pre-trained models, and
submissions are ranked based on SPIDEr [7] score.

Similar to image captioning, audio captioning requires to ex-
tract feature representations of input space and map into natural lan-
guage space. This requires effective feature extraction and language
modeling. As limited data availbility for audio captioning tasks
comparing to classification, direct training from scratch in an end-
to-end manner may not enough to train an effective feature extrac-
tor. Thus, as image captioning [8–12], audio captioning models [3]
may use a pre-trained feature extractor which usually is a Convolu-
tional Neural Network (CNN) based network trained on large-scale
classification task such as AudioSet [13].

In DCASE 2020 audio captioning challenge, external data and
pre-trained models are not allowed. Effectively training a feature
extractor only using a small amount of data and annotation provided
by the dataset is important. In this report, a sequence-to-sequence
model is proposed to be trained using only caption annotation. The
proposed model consists of a 10-layer CNN [14] encoder and a
Transformer [15] decoder for feature extraction and natural lan-
guage generation. To achieve better feature extraction and language
modeling, pre-training is applied on the CNN encoder and word em-
bedding. To further improve performance and prevent over-fitting,
label smoothing and data augmentation are applied during training,
while a fine-tuning with small learning rate with parameters in the
encoder frozen is applied after training is finished.

Experiment results show that the proposed method outperforms
the previous baseline model and reached a SPIDEr score of 0.227
on audio captioning.

2. PROPOSED MODEL

A sequence-to-sequence model is proposed for audio captioning
which consists of an encoder to extract feature sequence from in-
put log Mel-spectrogram and a decoder which maps the feature se-
quence to output sentence. The encoder of the model is firstly pre-
trained, and the trained encoder parameters are loaded and freezed
in training initialization. Last, fine-tuning is applied by using a
small learning rate. The diagram of the proposed model is shown in
Fig. 1.

2.1. Pre-training

The CNN encoder in the model plays an important rule in extract-
ing features of the input audio. However, direct training may not
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Figure 1: The overview diagram of the proposed model. The encoder extracts a sequence of feature vectors of the input log Mel-spectrogram,
and the decoder generates each word while attending to the feature sequence. The encoder is firstly pre-trained by a multi-label prediction
task. Fine-tuning is applied after training. The CNN encoder showed on the diagram remain same architecture during pre-training, training
and fine-tuning.

be sufficient to train the encoder which makes decoder hard to opti-
mize. Thus, to mroe effectively optimize the decoder during train-
ing, pre-training is applied here before training. Here, the CNN
encoder is pre-trained by converting the audio captioning task into
a multi-label classification task where 300 classes are used. The
classes used in encoder pre-training is obtained by selecting a sub-
set of the word in caption vocabulary. First, 20 words with the
highest frequency and the words that have no more than 2 letters
are excluded from the vocabulary which mainly contains meaning-
less words such as article words. Then, words in caption vocabulary
are transformed into its original form by finding the stems of words
such as ”-ing”, ”-ly”, ”-d”, ”-s”, etc, while the word frequency of
the transformed words is added to the frequency of its original form.
Last, 300 words with the highest frequency remain in vocabulary is
selected as classes for pre-training.

In encoder pre-training, all 5 captions of each audio are com-
bined to form one training label. Words in each caption are also
transformed into its original form using the same rules above. The
label of each audio is a multi-hot vector where each index of the
word occurs in captions equal to 1.

The word embedding in the decoder is also pre-trained to
improve language modeling performance. The word embedding
is pre-trained using Word2Vec model [16] via python package
genism [17]. Each caption sentence in the training set is used
to form a training corpus.

2.2. Encoder

A 10-layer CNN [14] (CNN10) is used as the encoder in the pro-
posed model. The CNN used here is for feature extraction of in-
put spectrogram. As demonstrated to be successful in audio pattern
recognition [14], CNN10 in [14] is adapted and used. The reason
for choosing a relatively simple CNN rather than a deeper CNN
such as VGG [18] or ResNet [19] is mainly to prevent over-fitting.

The CNN10 consists of four convolution blocks each having

two 3 × 3 convolution layers with ReLU activation function and
batch normalization, with 2 × 2 average pooling layer between the
blocks. The number of channels of the convolution blocks are 64,
128, 256, 512, respectively. The output of the CNN is a 512 chan-
nel feature sequence down-sampled 16 times both in the time di-
mension and frequency dimension. Then, each feature vector in the
frequency dimension is averaged. Last, 2 layers of fully-connected
neural networks are used to map the dimension of each vector in
feature sequence into the number of hidden dimensions used in the
decoder for attention computation.

2.3. Decoder

The decoder used in the proposed model is a standard trans-
former [15] consist of multi-head self-attention on text sequence
and multi-head encoder-decoder attention on extracted feature se-
quence. The reason for choosing the Transformer model as the de-
coder is because of its state-of-the-art performance on natural lan-
guage processing and the non-recurrence computing of its structure
which helps prevent gradient vanishing or exploding. The decoder
uses a 2-layer Transformer with a hidden dimension of 192 and 4
heads.

2.4. Regulations and Data Augmentations

To improve performance and avoid over-fitting, regulations and data
augmentations are applied. Label smoothing [20] is applied as reg-
ulation to improve the generalization of the model by introducing
penalty to over-confident prediction. In label smoothing, the one-
hot word prediction label is replaced by mixing of original distribu-
tion q(k|x) = δk,y with a uniform distribution u(k) = 1/K where
K is the number of word classes, such that

q′(k) = (1− ε)δk,y +
ε

K
.
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Table 1: Scores of each metric for model performance on evaluation data.

Methods BLEU1 BLEU2 BLEU3 BLEU4 ROUGEL METEOR CIDEr SPICE SPIDEr

Baseline [1] 0.389 0.136 0.055 0.015 0.262 0.084 0.074 0.033 0.054
Proposed model 0.534 0.343 0.230 0.151 0.356 0.160 0.346 0.108 0.227

SpecAugment [21] is applied as data augmentation to increase
the effective size of existing training data as demonstrated to be
effective in performance improvement in automatic speech recog-
nition models [21]. In SpecAugment, frequency masks and time
masks are randomly applied onto the log Mel- spectrogram before
input to the CNN encoder.

2.5. Fine-tuning

In the training process, only the parameters of the decoder is trained
while the parameters of the encoder is freezed. After the training
is finished, fine-tuning is applied which was found to improve the
model performance. The model which yields the highest perfor-
mance in evaluation is selected and continue training for 20 epochs
with a small learning rate of 10−4.

3. EXPERIMENT SETUP

In training, batch size of 16 is used with a learning rate of 3 ×
10−4 and a l2 regularization applied to all trainable parameters with
factor λ = 10−6. Label smoothing [20] is set with ε = 0.1 and
SpecAugment [21] is set with 2 frequency masks and 2 time masks
in parameter W = 40, T = 30 with a probability of 0.2. Dropout
in p = 0.2 is applied to CNN encoder and Transformer decoder.

In the training process, each audio is combined with each one
of five caption annotations and used as a sample. In the evaluation,
each audio is used as one sample and all five captions are used as
reference for metric computation. The log Mel-spectrogram input
is obtained by first getting the 64 Mel-band Mel-spectrogram of
the audio, then converting the amplitude into a decibel scale. In the
inference stage, a beam search with a beam size of 3 is implemented
to achieve better decoding performance.

The CNN encoder is pre-trained for 60 epochs before training,
and the Word2Vec model is trained 1000 epochs with random pa-
rameter initialization. The proposed model is trained 100 epochs
before the model with the highest performance is selected for fine-
tuning. The selection of the model is based on SPIDEr [7] score of
the evaluation performance. As the challenge allows to submit up
to 4 results, 4 models that has the highest SPIDEr score is selected
for result submission.

4. RESULTS

The performance of the proposed model is shown in Tab. 1 compar-
ing with a baseline model1 on the same dataset [1] where 9 metrics
are shown. Among the metrics used, BLEUn [22] measures a modi-
fied n-gram precision. ROUGEL [23] measures a score based on the
longest common subsequence. METEOR [24] measures a harmonic

1The performance the baseline model is presented according to
http://dcase.community/challenge2020/task-autom

atic-audio-captioning#results-for-the-development
-dataset.

mean of weighted unigram precision and recall. CIDEr [25] mea-
sures a weighted cosine similarity of n-grams. SPICE [26] measures
the F-score of semantic propositions extracted from caption and ref-
erence. SPIDEr [7] is the arithmetic mean between the SPICE score
and the CIDEr score. The submitted results are ranked by the SPI-
DEr score. In all metrics used, higher scores indicate better perfor-
mance. It can be seen that the proposed model reached a SPIDEr
score of 0.227 and outperforms the baseline model on each metric
in a large margin.
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