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ABSTRACT

This paper presents the systems proposal for the DCASE 2021 chal-
lenge Task 4 (Sound event detection and separation in domestic
environments). The aim is to provide the event time localization
timestamps in addition to event class probabilities. In this paper,
the two systems are proposed. System 1 is a convolutional neural
network trained for sound event classification using only weakly la-
beled and unlabeled data. The strong labels are obtained using the
class activation mapping technique. System 1 does not reach the
baseline performance. System 2 is the convolutional neural network
and recurrent neural network which uses the class activation map-
ping technique as a part of the attention mechanism to increase the
baseline performance. The second model was trained using weakly
labeled, strongly labeled, and unlabeled data. Both architectures are
based on the Mean Teacher baseline system 2021.

Index Terms— Semi-supervised learning, sound event detec-
tion, class activation maps, attention

1. INTRODUCTION

DCASE 2021 task 4 targets on the sound events detection using
weakly labeled data, unlabeled data (without timestamps), and syn-
thetic data. The systems should provide the event time localiza-
tion (timestamps) in addition to the event class probabilities. The
challenge encourages the participants to explore the possibility to
exploit a large amount of unbalanced and unlabeled training data
together with a small weakly annotated training set. The challenge
allows participate in three subtasks [1]:

1. SED without sound separation
2. SED with sound separation
3. Sound separation

I participate only in the first subtask, so the proposed system per-
forms only SED without sound separation. The target is to explore
the possibility to use the technique called class activation mapping
(CAM) [2]. I propose two systems (the challenge allows submit 4
systems), which both are based on baseline Mean Teacher architec-
ture [3] and both use the CAM technique but in different ways.

System 1 is a convolutional neural network (CNN) trained for
sound event classification using only weakly labeled and unlabeled
data. The strong labels are obtained in test steps using the CAM
technique.

System 2 is CNN with RNN which uses the CAM technique
as a part of the attention mechanism to increase the baseline per-
formance. The second model was trained using weakly labeled,
strongly labeled, and unlabeled data.

The performance of system 1 is significantly lower than the
baseline performance, but indicates the possibility of usage for at-
tending the most class-significant frames in the audio signal. The
baseline was outperformed by system 2, where the CAM technique
is the part of the attention mechanism.

2. RELATED WORK

The previous research in the field shows the benefits of convolu-
tional recurrent neural networks (CRNN) for SED tasks. The chal-
lenge is to exploit a large amount of unbalanced and unlabeled
data together with a small weakly annotated dataset. The semi-
supervised approach was introduced in [4], where the two mod-
els are trained separately. The second model is trained using unla-
beled data with pseudo labels obtained as the predictions of the first
model. In [5], the Mean Teacher model that averages model weights
was introduced. The work [6] proposes the SED system with con-
text gating CNN and RNN followed by softmax attention on weak
predictions. The semi-supervised model uses the weakly labeled
data and the maximize use of unlabeled data. The detailed analysis
of DCASE2020 task 4 sound event detection baseline is introduced
in [7]. The baseline implementation of the Mean Teacher model is
based on the work [5] and the architecture is inspired by work [6].
The systems proposed in this work are based on the baseline system.
This work aims to investigate the usage of class activation maps [2]
for semi-supervised audio detection. A similar approach was used
in study [8], where authors proposed also a Time-Frequency audio
segmentation.

3. MATERIALS AND METHODS

3.1. Dataset

The development dataset for SED is composed of 10-sec sound-
scapes recorded in a domestic environment or synthesized to simu-
late a domestic environment [3]. The data are provided in 3 different
splits: weakly labeled training set (1578 clips), unlabeled training
set (14412 clips) and synthetic set with strong annotations (10000)
[1]. The proposed systems were trained using different subsets as
described in the Table 1.
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System Description Subsets
System 1 CNN - CAM weak, unlabeled
System 2 CRNN - CAM attention  strong, weak, unlabeled

Table 1: Subsets used for training the proposed systems.

3.2. Audio processing

The proposed systems work with 16,000 Hz sampling frequency.
The Log-Mel spectrograms are extracted from the 10-seconds long
audio clips using a 2048 window size and 128 bins. The clips are
padded, if the length is less than 10-seconds.

3.3. Class activation maps

The class activation maps for a particular class allows simply local-
ize the discriminative image regions used by the CNN to identify
the class. It was introduced as the weakly supervised object lo-
calization method in [2]. The advantage of global average pooling
(GAP) is that the network can retain its localization ability until the
final layer.

In the SED task, we are working with 2-dimensional Log-Mel
Spectrograms, which are pooled by CNN in the frequency domain.
The features are frame vectors in each channel. Therefore, the CAM
in this work is computed on the feature vector, not the feature map.
The class activation vector (CAV) for particular class c is computed

as
Ve(i) =) wp fa () (1)

where ¢ is the frame number, n is the channel number, f,, is the
feature vector and wy, is the weights vector of the particular class
neuron.

4. SYSTEMS DESCRIPTION

4.1. System 1

System 1 diagram is depicted in Fig. 1. The Log-Mel Spectrogram
is pooled over the frequency domain to obtain a single frame vector
in each convolutional channel. The output classification dense layer
is fully connected with the GAP layer. As multiple events can be
present in an audio recording, the sigmoid activation is used. The
vector class activation vector V' for particular class ¢ is computed
using 1. Strong predictions are obtained from V' after sigmoid acti-
vation and multiplication with weak predictions of each class.
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Figure 1: Diagram of the proposed system 1.

The system is the Mean Teacher model, where the consistency
cost and classification cost are calculated only on clip level, so
there are no strong labels needed in the training step. The model
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was trained using weak and unlabeled data for classification. The
teacher’s model weights are the moving average of the student’s
weights.

4.2. System 2

The system is the Mean Teacher model, which uses the consistency
cost and classification cost on clip and frame levels in the same
way as the baseline system. The model was trained using synthetic
strongly labeled data, weakly labeled data, and unlabeled data.

The proposed mechanism for attending the strong predictions
using CAM is depicted in Fig. 2. Class activation vector V' and
dense layer output is the same size, so they can be added together
just before the sigmoid activation.
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Figure 2: Diagram of the proposed system 2.

The attention from baseline [6] is partially retained. To obtain
the weak predictions, the strong predictions are combined with class
activation vectors. The attention on weak predictions is defined as

v = >,o(V)oo(z+V)
Zi a(V)

where 7 is the frame number and ® denotes the element-wise mul-
tiplication. Strong predictions are defined as

(€5

Y (i) = oz + V) 3)

where o is the sigmoid activation, x is the dense layer output and V'
is the class activation vector obtained by 1.

5. RESULTS

In the test step, the teacher output is more likely to be correct but
principally both model outputs can be used for predictions. The per-
formance of systems in Table 2 is evaluated with polyphonic sound
event detection scores (PSDS) [9], macro-averaged event-based and
intersection-based F1 score computed over recordings in the devel-
opment validation set. The results are for teacher models. PSDS is
calculated for two different scenarios that emphasize different sys-
tems properties, as described in [1].

System PSDS1 PSDS2 Flintersee [%2] Flevent [%]
Baseline 0.353 0.553 79.5 42.1
System 1 0.165 0.348 75.2 14.1
System 2 0.374 0.586 81.3 41.2

Table 2: Comparison of models on development validation set.
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6. CONCLUSION

The results show, that the performance of system 1 with a single
CNN is relatively low. It can suffer from the absence of recur-
rent network and strongly labeled synthetic data. The experiments
showed that the key point is the normalization of the class activation
vector. The non-linear normalization unit is the sigmoid activation,
but it can be replaced with some sophisticated algorithm to achieve
better results in the future.

System 2 outperforms the baseline system slightly. It outlines
the utility of the proposed attention mechanism. There is still a
place for improvement, so the proposed attention mechanism can
be redesigned in future work.
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