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ABSTRACT

This paper is a technical report of the method we submitted to
DCASE 2021 Challenge Task 2. In our method, one sample is
converted into a time-series log-mel-spectrogram similar to the
Autoencoder-based baseline. For the feature vector obtained from
this log-mel-spectrogram, 3 types of anomaly detection models,
section ID classification, interpolation deep neural network and ma-
halanobis distance are constructed, and the final degree of anomaly
is calculated as an ensemble of 3 models. In this task, it is nec-
essary to deal with the domain shift problem, which has different
characteristics between training data and test data. We addressed
this problem by absorbing the difference in the mean of log-mel-
spectrogram features between domains.

Index Terms— Unsupervised anomaly detection, Interpolation
deep neural network, Section ID classification

1. INTRODUCTION

Anomalous sound detection is a task to judge the normality / ab-
normality of the machine from the recorded sound of the machine.
DCASE2021 Challenge Task 2 is a competition for the accuracy of
anomalous sound detection [1] [2] [3]. The two main challenges in
this task are:

1. Unsupervised detection to find anomalous data in test data
sets in the situation where only normal data is given as train-
ing data

2. Domain shift. Acoustic characteristics such as machine part
number and recording conditions differ between training data
and test data.

1. is the same as the previous challenge [4]. 2. is a new challenge
added this time, the dataset is divided into source domain and target
domain, and there is enough training data of source domain, but
there is very little target domain data. The task of domain shift is to
detect abnormalities in the test data of the target domain with such
training data. We have built the following three types of anomaly
detection models for this task.

1. Section ID classification following the method of last year’s
top prizewinners [5] [6].

2. Interpolation deep neural network [7].

3. Anomaly detection using the mahalanobis distance of mean
vector of log-mel-spectrogram.

The final anomaly score is calculated by ensemble the anomaly score
obtained by these models.
In order to deal with domain shift, we assumed main shifts

between domains is mean of log-mel-spectrogram features and there
is no other shifts. Therefore, the problem of domain shift is dealt
with by absorbing the mean value gap due to domain shift for each
model.

2. METHOD

2.1. Common preprocessing

Before explaining the three types of models, the common prepro-
cessing will be described. First, each sample given as a time series
signal is converted into a log-mel-spectrogram in the same way as
the Autoencoder-based baseline. Expressed mathematically, one
sample is transformed into a set of vectors {x1, · · · , x) }. Where,
x ∈ R� is the log-mel-spectrgram in one time-frame, � is the num-
ber of mel-filters, and ) is the number of time-frames. The number
of mel-filters is � = 128, which is the same as the baseline.

2.2. Section ID classification

The Section ID classification model is the method adopted by many
top prizewinners in the previous challenge [4], and this time we also
adopted this idea. There are various networks used for inference,
such as [5] and [6]. The basic idea common to all of them is
to transform the anomaly detection problem into a classification
problem that predicts section ID. This can be regarded as an approach
to treat data from different sections as simulated anomaly data.
We concatenate each vector of log-mel-spectrogramby % frames

as well as Autoencoder-based baseline %� dimensional vector x′ ∈
R%� and built a neural network model that predicts the section ID
for it. Specifically, the input layer is % = 5, � = 128, so it is 640
dimensions, the intermediate layer is 128-dimensional output Dense
+ Batch Normalization + Relu are 4 layers, and the output layer is
Dense + softmax of 3 dimensions output to predict section ID. Since
the section ID of the test data is known, the degree of anomaly is
calculated based on whether or not the correct section ID could be
predicted for each x′

8
. Specifically, it follows the anomaly calculation

method of MobileNet V2-based baseline, and if 5 (·) is the softmax
output by neural network for the correct section ID, the anomaly of
each x′

8
Is expressed as follows.

02 (x′8) = log
5 (x′

8
)

1 − 5 (x′
8
) (1)
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Also, since one sample contains) −%+1 vectors, the average of
only part of (1) is used as the anomaly of Section ID classification. In
the case of data with non-stationarity such as valve, it was effective
to calculate the degree of anomaly by averaging only a part in this
way.
All train and test sample are applied preprocessing to subtract

mean of concatenated log-mel-spectrogram vector, m′

(= 1
) −%+1

∑) −%+1
8=1 x′

8
), from x′

8
. By applying this treatment to each

sample, it can be expected that the difference in the average between
the samples will disappear, and as a result, the difference between
the domains will be absorbed. On the other hand, depending on
the machine type and Section ID, the section cannot be predicted
correctly because important information for classification is lost by
subtracting the mean vector. Therefore, the training data is inferred
by the trained network, and it is used in the final ensemble only when
the score of the prediction result is below the threshold value. We
used the threshold 0.0 for source domain and 0.5 for target domain.

2.3. Interpolation deep neural network

2.3.1. Anormaly Score

Interpolation deep neural network (IDNN) is proposedmethod in [7].
IDNN detect anomalies by using 1, · · · , %+12 − 1, %+12 + 1, · · · , %
from % frames as inputs and predicting %

2 th frame. This time,
% = 5, � = 128 as in 2.2. Therefore a model was constructed in
which a 512-dimensional vector concatenated at the 1, 2, 4, 5 frame
was input, and a 128-dimensional vector at the 3 frame was output.
The middle layer consists of 6 layers of 128-dimensional output
Dense + Batch Normalization + Relu and finally connect to the
output layer through Dense (no activation).
The output of this IDNN is used to calculate the anomaly, which

follows theGMM-based scoring approach shown in [8]. However, in
this method, a single Gaussian distribution is considered instead of
the Gaussian Mixture Model. Assuming that IDNN(·) is a function
that obtains the output of the above model, the error vector e8 for
each frame can be obtained as follows.

e8 = abs(x8+2 − IDNN({x8 , x8+1, x8+3, x8+4})) (2)
Using this (2), calculate the error vectors of training data. Then, the
average error vector -4 and its covariance �4 are obtained from the
obtained error vectors set. For the anomaly of the test data sample,
obtain e8
(8 = 1, · · · , ) − % + 1) by (2) and calculate the following.

38 =

√
(e8 − -4)) �−1

4 (e8 − -4) (3)
The final degree of anomaly is calculated by averaging this 38 , but
like 2.2, only a part of 38 is extracted and averaged.

2.3.2. Bayesian mean estimation for domain shift

Before learning and inferring IDNN, the mean vector is subtracted
from each concatinated input vector and output vector (i.e. x′ de-
scribed in 2.2) for normalizing to mean 0. However, because there
is a gap in the mean vector between domains, the mean is calculated
for each source domain and target domain. The mean vector - (B)

of the source domain is maximum likelihood estimated as from the
vector of the source domain. On the other hand, the number of target
domain training data is small. Therefore, it is estimated by utilizing
the mean vector - (B) and the covariance matrix � (B) of the source
domain. To achieve this, we used bayesian estimation [9]. First, it

is assumed that each vector x′ (C) of the target domain is generated
from the following equation using the target mean vector - (C) and
the covariance matrix � (B) estimated from the data of the source
domain.

x′ (C) ∼ ?

(
x′ (C) |- (C)

)
= N

(
x′ (C) |- (C) ,� (B)

)
(4)

In other words, the mean vector is peculiar to the target domain, but
the covariance is considered to be common to the source domain.
Then, suppose that the prior distribution of - (C) follows theGaussian
distribution of mean - (B) as follows.

- (C) ∼ ?

(
- (C)

)
= N

(
- (C) |- (B) , UI

)
(5)

U of (5) is estimated from the data, which will be described later.
From (4) and (5), the posterior distribution given the vector setX′ (C)

of the target domain ?(- (C) |X′ (C) ). Specifically, it is given in the
following form.

?

(
- (C) |X′ (C)

)
= N

(
- (C) |m̂(C) , �̂

−1) (6)

Here, the following formula is obtained.

�̂ = # (C)
(
� (B)

) −1
+ 1
U

I (7)

m(C) = �̂
−1


(
� (B)

) −1 # (C )∑
8=1

x′ (C)
8

+ 1
U
- (B)

 (8)

# (C) is the total number of vectors obtained from the training data
of the target domain. Normalize with m(C) obtained by this (8) as
the mean vector of the target domain. Finally, U can be regarded as
a coefficient that indicates the validity of the prior distribution (5).
Therefore, where m̄ = 1

# (C )
∑# (C )
8=1 x′ (C)

8
, It is estimated as follows.

U =

(
m̄ − - (B)

)) (
� (B)

) −1 (
m̄ − - (B)

)
(9)

Note that this model is built separately for each machine type
and each section.

2.4. Mahalanobis distance of mean vector

In the previous challenge, we calculated the mean vector of log-
mel-spectrogram for each sample as following, and found that it is
effective to use the degree of anomaly according to the mahalanobis
distance [10].

m =
1
)

)∑
8=1

x8 (10)

Note that, x8 is not a vector in which frames are concatenated. Thus,
the dimension of x8 is 128.
On the other hand, this challenge is different from the previous

one in the following two points.

1. Domain shift.

2. Attribute information such as operating speed level and ma-
chine part number is given only to each sample of training
data.
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As mentioned in 2., training data is given attribute information.
Therefore, training data can be grouped so that samples with the
same attribute information are in the same group. Thus, we adopted
a method to calculate the degree of abnormality based on the maha-
lanobis distance for each group. However, since attribute informa-
tion is not given to test data, the mahalanobis distance is calculated
for all groups to which it can belong, and the smallest one is calcu-
lated as the degree of anomaly. The mahalanobis distance given a
test sample is calculated as follows:

0< (m∗) = min
6∈�

√
(m∗ − -6)) �−1 (m∗ − -6) (11)

Wherem∗ is the feature vector of the test sample calculated by (10),
and � is the set of groups to which the test data can belong, Let -6
be the mean vector for each group and � be the covariance matrix.
Also, due to the problem of domain shift, the training data given

as the target domain is very small, so the estimation of the covariance
matrix of the data belonging to the target domain does not work
well. Therefore, the covariance matrix is common to all groups,
and only the mean vector is estimated for each group. The mean
vector in the group of target domain is estimated using the bayesian
estimation described in 2.3.2. In this case, the mean vector of the
prior distribution is the average of all data in the source domain.
Note that thismodel is built separately for eachmachine type and

each section same as IDNNmodel described in 2.3. In addition, this
method of averaging the log-mel-spectrogram is disadvantageous
because it erases information in non-stationary data such as valve,
so this method is not used in the valve dataset.

2.5. Ensemble

Normalize each anomaly obtained by the method shown in 2.2, 2.3,
2.4 to mean 0 and standard deviation 1. Average them to calculate
the final anomaly. However, somemodels are not used depending on
the machine type and domain. These variations vary by submission
(see 3 for details). Finally, we set decision threshold is 0.0.

3. SUBMITTED SYSTEM VARIATION

In this task, submission of up to 4 systems is allowed, sowe submitted
4 types of results by changing the combination of models used
and hyperparameters. In submit1 and submit3, the models used
depends on the machine type. Details are shown in Table 1. The
difference between submit1 and submit3 is whether the IDNN scores
are calculated by averaging part of 38 or all of them.
In submit2, all models are used for all machine type, except for

the mahalanobis distance for valve.
In submit4, the Section ID classification model is not used, and

other is the same as submit1.

4. RESULT

Training data for each machine type, 3 sections and validation data
with correct answers are given for development. We used this data to
evaluate AUC and pAUC. The evaluation results are shown in Table
2 and 3. These tables show the arithmetic mean of AUC (pAUC)
calculated for each section and each domain. The baseline results
are excerpted from [11].

5. CONCLUSION

In this article, we have shown the three models we built for DCASE
2021Challenge Task 2 and their ensembles. In addition, the problem
of domain shift was dealt with by absorbing the mean value gap
between source and target. With these measures, we were able to
obtain an arithmetic mean AUC of about 80 % in validation data,
which is higher than that of the two baseline systems. The method
described in this article is still weak in dealing with domain shifts.
This point are expected improvement, for example, by combining
the bayesian estimation as used in this paper with the Adaptive Batch
Normalization proposed by [12].
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Table 2: Arithmetic mean of AUC
submits ToyCar ToyTrain fan gearbox pump slider valve

baseline (AE) 63.19 63.00 64.03 66.76 63.66 69.16 53.74
baseline (MobileNetV2) 59.58 59.16 64.66 68.24 64.20 62.62 57.07

submit1 84.77 83.45 72.12 79.26 73.22 76.61 86.17
submit2 80.74 80.33 71.05 79.26 73.26 76.61 86.17
submit3 84.77 81.71 72.12 78.76 73.22 75.50 77.55
submit4 83.11 82.46 70.14 78.05 71.43 74.61 78.00

Table 3: Arithmetic mean of pAUC
submits ToyCar ToyTrain fan gearbox pump slider valve

baseline (AE) 52.42 54.90 53.58 52.80 54.74 56.40 50.61
baseline (MobileNetV2) 57.64 51.74 64.84 60.03 58.06 56.86 52.83

submit1 65.90 70.10 59.14 57.90 61.07 63.21 71.77
submit2 62.71 68.49 57.05 57.90 60.28 63.21 71.77
submit3 65.90 65.41 59.14 56.93 61.07 61.42 57.41
submit4 63.02 68.64 55.14 60.05 59.08 60.89 61.78


