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ABSTRACT
In the industrial field, the anomaly detection of mechanical
systems has played an important role. This technical report
uses four modified autoencoders (AEs) to detect abnormal
conditions of different machines in DCASE2021 Task 2. AE
has been widely used in image reconstruction due to its excel-
lent generalization ability. The reconstruction error can be
used to evaluate the abnormal value of the machine condition
when the development set only provide the normal mechani-
cal sound signals. The performance of the anomaly detection
system is evaluated by the area under the receiver operating
characteristic curve (AUC) and partial-AUC (pAUC) scores.
Finally, the experimental results show that the presented
models can improve AUC and pAUC compared to the base-
line system.

Index Terms— Anomaly detection, Autoencoder, AUC,
pAUC

1. INTRODUCTION

Anomaly detection has attracted much attention in signal
processing, especially for mechanical condition monitoring
[1]. The traditional algorithm of mechanical condition mon-
itoring is to study the statistical characteristics of vibration
signal, such as spectral kurtosis [2], frequency center [3],
short-time Fourier spectrum [4, 5], etc. However, the gener-
alization ability of these traditional algorithms is poor due
to the simplification of the signal model.

Nowadays, the deep neural network has been widely ap-
plied to unsupervised anomaly detection, and it can be di-
vided into two categories. One is the autoencoder (AE)-
based model. Dcase2020 Task2 [6] and Dcase2021 Task2
[7] both presented a simple AE architecture as the baseline
system. For AE-based architectures, the reconstruction er-
ror can be viewed as the abnormal value when the training
set only contains normal data. Moreover, some improved
AE, such as Heteroskedastic Variational AE (HVAE) [8] and
Conformer-based AE [9], have also been proposed to improve
the performance of anomalous sound detection. The second
is the classification-based model, which associates anomaly
detection with the recognition of machine ID. The machine
may be abnormal when the result predicted by the deep neu-
ral network is different from the reference ID [10, 11, 12].

The Unsupervised Anomalous Sound Detection for Ma-
chine Condition Monitoring under Domain Shifted Condi-
tions in the DCASE2021 task2 has provided the dataset

Figure 1: Log-Mel spectrogram of an audio file from the fan

which contains normal and abnormal sound signals. The
task has two main challenges [13, 7, 14]:

• The task only provides normal sound clips as training
data, while the trained model needs to detect abnormal
sounds.

• The training dataset and evaluation dataset have differ-
ent acoustic characteristics (i.e., domain shift).

In this report, we utilize four modified AE models to monitor
abnormal mechanical conditions.

2. PROPOSED METHOD

2.1. Feature extraction

We first extract the Log-Mel spectrogram from the 10-second
acoustic signal, where the hop length is 32 ms and the win-
dow length is 64 ms. Figure 1 shows the Log-Mel spectro-
gram of an audio file from the fan. Then the number of
frames of the Log-Mel spectrogram is initialized as P = 5,
that is, t = [ti+1, ti+2, . . . , ti+5] can be viewed as a chunk
in the spectrogram. Since we set the mel band as F = 128,
the 5-frames Log-Mel spectrogram is concatenated to gen-
erate a vector x ∈ R640. Finally, the feature vector of
t is used for modified AE and VAE, while the vector of
[ti+1, ti+2, ti+4, ti+5] is used for IAE and IVAE.

2.2. Baseline system

Baseline system utilizes a simple autoencoder, and the net-
work architecture is shown in Figure 2. Each hidden layer of
the encoder and decoder uses only 128 units, and the latent
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Figure 2: Baseline system
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Figure 3: Dense autoencoder architecture

vector of the bottleneck layer utilizes 8 units. In addition,
the input and output layers use 640 units. Finally, the re-
construction error of the observed sound signal is viewed as
the anomaly score

Aθ(X) =
1

DT

T∑
t=1

∥ψt − rθ (ψt)∥22 , (1)

where D = P ×F , T is the number of time frames, ψt is the
original Log-Mel spectrogram and rθ is the reconstructed
spectrogram. Because the training set only contains normal
sounds of machines, the trained autoencoder cannot perfect
reconstruct abnormal mechanical features. Therefore, it is
reasonable to choose the reconstruction error as the anomaly
score.

2.3. Proposed models

In this challenge, four AE based models and submission sys-
tems based on these are summarized as follow:

• Modified AE
For the AE model, the latent vector is used to repre-
sent the feature of the input Log-Mel map. We consider
increasing the number of units in hidden layer to im-
prove the performance. Therefore, some hidden layers
of Dense128 are substitute by Dense512. Moreover, each
dense layer is followed by batch normalization and ReLU
activation. The architecture of the modified AE is shown
in Figure 3.

• Variational AE
The Variational AE (VAE) was first proposed by
Diederik P.Kingma and Max Welling [15]. Different
from AE, VAE suppose that the latent vector follow the
Gaussian distribution, and the output map can be de-
coded from the sampled latent vector. Therefore, the
mean and standard deviation hidden layers are added
to the network, and the sampled latent vectors are gen-
erated through these two layers. The architecture of
VAE is shown in Figure 4.

• Interploation AE and Interploation VAE
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Figure 4: Variational autoencoder architecture
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Figure 5: Interploation dense autoencoder architecture

The Interploation AE (IAE) and Interploation DVAE
(IVAE) utilize multiple frames of a spectrogram whose
center frame is removed as an input, and predicts an
interpolation of the removed frame as an output. More
details about IAE and IVAE can be found in [16], and
the architectures are shown in Figure 5 and Figure 6.
Note that the dimensions of input and output feature
vector are 640 in VAE and AE. However, the dimen-
sion of input feature vector is 512, and the dimension of
output feature is 128 in the IAE and IVAE. In addition,
the number of units is 20 in the standard deviation layer,
mean layer, sampled latent layer for the IVAE and VAE.

• Based on the above models and their combinations, we
submitted the following four systems:

- system 1: Modified AE.
- system 2: Variational AE.
- system 3: AE+VAE: Normalize the anomalous

scores of the AE and VAE models, respectively, and
take the average with equal weights as the output
of the system.

- system 4: IAE+IVAE: Normalize the anomalous
scores of the IAE and IVAE models respectively,
and take the average with equal weights as the out-
put of the system.

The results of the two individual models and the two
ensemble models are summarized in Table 1.
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Figure 6: Interploation dense autoencoder architecture

2.4. Evaluation metrics

To evaluate the performance of anomaly detection system,
the AUC and the pAUC are utilized as the evaluation met-
rics, which can be expressed as

AUCm,n,d = 1
N−N+

N−∑
i=1

N+∑
j=1

H
(
Aθ

(
x+j

)
−Aθ

(
x−i

))
pAUCm,n,d = 1

⌊pN−⌋N+

⌊pN−⌋∑
i=1

N+∑
j=1

H
(
Aθ

(
x+j

)
−Aθ

(
x−i

))
(2)

where m represents the index of a machine type, n represents
the index of a section, d = { source, target } represents a
domain, ⌊·⌋ is the flooring function, and H(x) returns 1 when
x > 0 and 0 otherwise. Furthermore,

{
x−i

}N−
i=1

and
{
x+j

}N+

j=1

are normal and anomalous test clips. N− and N+ are the
number of normal and anomalous test clips in the domain d
in the section n in the machine type m, respectively.

3. EXPERIMENT

3.1. Dataset description

The dataset of DCASE2021 Task 2 consists of nor-
mal/abnormal data of seven types of machinery, namely fan,
gearbox, pump, slide rail, toycar, toytrain and valve. In ad-
dition, the training set only contains normal sounds, which
belong to the source domain or target domain. However, the
amount of data in the source domain is much larger than that
in the target domain in the training set, while the data in
evaluation set is balanced.

3.2. Training hyperparameter

In this challenge, we train models separately for different ma-
chines, and Adam is selected as the model optimizer. To cal-
culate the Mel spectrogram, the frame size is set to 1024, the
hop size is set to 512, and the number of Mel filter banks is
set to 128. In addition, we train the network for 80 epochs of
every mechaine, and the learning rate is initialized as 0.001.

3.3. Experimental results

The performance comparison of these modified AE models
is shown in Table 1. It is obvious that the performance of
modified AE is the best among these models for most me-
chanical types, while other models outperform the baseline

model only on specific machines. Therefore, we make the
predictions of the modified AE model on the evaluation as
a submission. The other three submissions are the predic-
tions of VAE, AE+VAE and IAE+IVAE, which has been
mentioned in section 2.3.

4. CONCLUSION

The purpose of this report is to analyze the performance
of AE model on mechanical anomalous sound detection. To
this end, we have utilized four AE models. The results of the
experiment show that modified AE models can outperform
the baseline system.
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