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ABSTRACT

This technical report describes our proposed system for
DCASE2022 task3: Sound Event Localization and Detection
Evaluated in Real Spatial Sound Scenes. In our approach, we
first introduce a dynamic kernel convolution module after the
convolution blocks to dynamically model the channel-wise features
with different receptive fields. We then incorporate the SELDnet
and EINV2 framework into the proposed SELD system with
multi-track ACCDOA output. Finally, we use different strategies
in the training stage to improve the generalization of the system
in realistic environment. Moreover, we apply data augmentation
methods to balance the sound event classes in the dataset, and
generate more spatial audio files to augment the training data.
Experimental results show that the proposed systems outperform
the baseline on the development dataset of DCASE2022 task3.

Index Terms— Data augmentation, dynamic convolution,
sound event localization and detection, real spatial scenes

1. INTRODUCTION

Sound event localization and detection (SELD) is a task that in-
volves sound onset, offset detection (SED) and the corresponding
direction of arrival (DOA) estimation using multi-channel spatial
audios. SELD systems can be potentially used in many applica-
tions, such as surveillance systems and outdoor navigation.

SELD system was firstly proposed in DCASE2019 task3 [1],
using single static sound sources. The multi-channel audio files
were synthesized using monopoly sound audio files and impulse
response in real rooms, which means SNR, the occurrence of each
class of events and direction of arrival can be manually set. Dur-
ing the previous SELD challenges, sort of the factors including new
impulse response, moving sources, polyphony events, same-class
overlapping events, have made the SELD task more difficult in var-
ious aspects. SELD task in DCASE2022 [2] is put in real spatial
sound scenes with more complex environment and lower SNR. The
factors of sound events are no more manageable, which depend on
the layout of the exact rooms. The imbalanced presence of each
event class will make it harder to detect the sound event accurately.

In the previous challenges [3, 4, 5], participants were provided
with audio in both ambisonics (FOA) and microphone array (MIC)

format. Main features used in the SELD systems are log-Mel spec-
trogram and intensity vectors (IVs) for FOA data, and log-Mel spec-
trogram and GCC-PHAT for MIC data [6]. FOA features are with
energy consistency, which shows better SELD performance than
MIC features. However, Nguyen et al. [7] used SALSA-Lite for
MIC data and achieved state-of-the-art performance for SELD.

In this study, we propose a dynamic kernel (DK) convolutional
based neural network with data augmentation for SELD. The whole
framework is based on SELDnet [1], ENIV2 framework [8] and
multi-track ACCODA [9], which has the ability to detect same-
class overlapping sound events. The DK convolution module is
applied for modeling channel-wise features of different receptive
fileds. Moreover, we generate more synthesized data using FSDK50
[10] and TAU-SRIR DB [11] to augment the development dataset.
Considering that the synthesized data and real recordings in the de-
velopment dataset have different characteristics, we conduct two
strategies for training, which achieve better performance in real spa-
tial scenes.

2. PROPOSED METHOD

In this section, we first introduce the input features of the proposed
SELD system. Then we introduce the data augmentation, network
architecture and training procedures.

2.1. Features

SALSA-Lite of microphone array format has shown its efficiency
in DCASE2022 baseline system. In order to reduce the size of the
input features, we multiply both spectrogram and SALSA-Lite spa-
tial features with Mel filters. The feature fed into the model is com-
bined with log-Mel spectrogram and SALSA-Lite, which is called
SALSA-Mel.

2.2. Data augmentation

Given that we have less spatial data in this year’s challenge, to in-
crease the generalizability of the model, We introduce four data aug-
mentation methods in our SELD system: FMix [13], mixup [14],
Random cutout [15] and MIC format channel rotation [12]. We use
mixing augmentation method, i.e., FMix and mixup, which have
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Table 1: MIC data rotation/swapping original by[12], here we make some adjustments. ϕ and θ denote the azimuth angle and elevation angle,
Cnew

M and CM denote the new channel and original channel.
DOA transformation MIC channel swapping
ϕ = ϕ-π/2, θ= -θ Cnew

1 =C3,Cnew
2 =C1,Cnew

3 =C4,Cnew
4 =C2

ϕ = -ϕ-π/2, θ=θ Cnew
1 =C4,Cnew

2 =C2,Cnew
3 =C3,Cnew

4 =C1

ϕ = ϕ, θ=θ Cnew
1 =C1,Cnew

2 =C2,Cnew
3 =C3,Cnew

4 =C4

ϕ = -ϕ, θ= -θ Cnew
1 =C2,Cnew

2 =C1,Cnew
3 =C4,Cnew

4 =C3

ϕ = ϕ+π/2, θ= -θ Cnew
1 =C2,Cnew

2 =C4,Cnew
3 =C1,Cnew

4 =C3

ϕ = -ϕ+π/2, θ= θ Cnew
1 =C1,Cnew

2 =C3,Cnew
3 =C2,Cnew

4 =C4

ϕ = ϕ+π, θ= θ Cnew
1 =C4,Cnew

2 =C3,Cnew
3 =C2,Cnew

4 =C1

ϕ = -ϕ+π, θ= -θ Cnew
1 =C3,Cnew

2 =C4,Cnew
3 =C1,Cnew

4 =C2

been widely used for environmental sound recognition. In mix-
ing augmentation method, the data and labels are mixed to generate
new training data. Random cutout is used to mask areas of features
without changing its original labels. We use 8 spatial ransforma-
tion methods, which rotate audio channels and change the spatial
labels, to augment the spatial data of MIC format. In addition, we
further use SELD data generator provided and sound event audio
files in FSD50K to generate more spatial audio files and balance the
occurrence for each event class.

2.3. Network architecture

We propose three networks with DK convolution modules [16],
which achieve significant performance in speech recognition. The
architecture of the DK convolution module is illustrated in Figure
1. In the proposed system, we introduce DK convolution module
in SELDnet and ENIV2 framework to adaptively model the acustic
features.

In baseline SELD network, we apply the following changes:
The amount of hidden size is extended, two DK convolution mod-
ules follows with residual connection are applied after the final con-
volutional blocks. Bidirectional GRU layers are replaced with two
Conformer [17] blocks.

ENIV2 framework has outperformed the pervious SELD sys-
tems. We introduce two various updates with DK convolution mod-
ules: The first is that the DK convolution modules are only for DOA
branch and we only focus on one-branch multi-track ACCDOA out-
puts. The second is that we both apply DK convolution modules
after two branches, and use deeper CNN and other soft parame-
ter sharing block during the output of CNN embeddings and Con-
former embeddings. Then, the embeddings are concatenated and we
get multi-track ACCDOA outputs using one fully-connected layer.
Network architectures in detail can be found in Figure 2.

2.4. Training strategy

Considering that there are differences between simulated data and
real data, including impulse response and SNRs. To make model
more sensitive to real spatial recordings, we have tried the two train-
ing strategies.

- The model is firstly pretrained only with simulated spatial au-
dios, and then trained with real spatial recordings with a lower
learning rate.

Figure 1: The architecture of DK convolution module.
⊕

denotes
element-wise addition.

⊗
denotes element-wise multiplication.

- Mix all audio files and achieve the model of best validation re-
sults, then further train the model using only real spatial record-
ings with a lower learning rate.

2.5. Post-processing

During the inference, we generate inference data with different hop
frames, then we sum the overlapping outputs with different weights.
Furthermore, we rotate MIC data, estimate the multi-track ACC-
DOA vector, and rotate it back [18] with 8 rotation methods. The
final results are averaged on these outputs.

3. EXPERIMENTS

In this section, we show our results on the development dataset.
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Figure 2: The constructions of threes models, model1 is based on SELDnet, model2 and model3 are based on ENIV2 framework.Parameters
n, k ,d ,r denote number of filters, kernel size, dilation rate, reduction rate.Cross denotes Cross-stitch parameter sharing block in ENIV2
framework.

3.1. Experimental settings

We evaluated our proposed methods on the Sony-TAu Realistic Spa-
tial Soundscapes 2022 dataset, and compared our systems with the
baseline. The baseline is an ACCDOA-based system using CRNN,
with changes of multi-track ACCDOA and SALSA-Lite features for
MIC. Five metrics are used for evaluation[19]: error rate (ER20°),
F-score (F20°), LECD , LRCD , SELDscore . Except for error rate,
the other four metrics are computed per class and macro-averaged.

We use only the MIC subset of the dataset for out experiments.
We follow the settings of the baseline during feature extraction and
down sampling. The sampling frequency is set to 24kHz, the num-
ber of Mel filters is set to 64, and the STFT is used with 40ms frame
length and 20ms frame hop. The length of input is 250 frames.
We use a batch size of 64. For second training strategy mentioned,
model is firstly trained on simulated data for 100 epochs with learn-
ing rate of 0.0005. The saved best result is further trained on real
recordings for extra 25 epochs with learning rate of 0.1 decay.

By applying data augmentation, we generate two more folds of
new data, and triple the amount of data using channel rotation. Dur-
ing training on real recordings, the amount of recordings is extended
by 8 times using channel rotation.

3.2. Results

Table 2 shows the performance with the development set for pro-
posed methods. As shown in the table, our proposed method out-
performs the baseline by a large margin. For model ensemble, we
average outputs from different networks, data, augmentation meth-
ods and training strategies on each track. Model ensemble also has

a better performance than single model. The results of using two
training strategies are very close, which outperform mixture train-
ing in the baseline. And we only use the second training strategy.

4. CONCLUSION

We present the proposed SELD system of DCASE2022 task3. We
apply DK convolution modules and Conformer block into SELD
systems, then incorporate different networks with DK convolution
modules based on multi-track ACCDOA systems and ENIV2 sys-
tems. Considering the difference between simulated spatial audios
and real recordings in exclusive environment, we use different train-
ing strategies. Finally, we perform model ensemble with differ-
ent models, augmentation methods, audio files in different distri-
butions, and training strategies. Our proposed system achieve great
improvement and significantly outperform the baseline system.
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Bennett, and J. Hare, “Fmix: Enhancing mixed sample
data augmentation,” 2020. [Online]. Available: https:
//arxiv.org/abs/2002.12047

[14] H. Zhang, M. Cisse, Y. N. Dauphin, and D. Lopez-
Paz, “mixup: Beyond empirical risk minimization,” 2017.
[Online]. Available: https://arxiv.org/abs/1710.09412

[15] Z. Zhong, L. Zheng, G. Kang, S. Li, and Y. Yang, “Random
erasing data augmentation,” 2017. [Online]. Available:
https://arxiv.org/abs/1708.04896

[16] T. Kong, S. Yin, D. Zhang, W. Geng, X. Wang, D. Song,
J. Huang, H. Shi, and X. Wang, “Dynamic multi-scale
convolution for dialect identification,” 2021. [Online].
Available: https://arxiv.org/abs/2108.07787

[17] Z. Peng, W. Huang, S. Gu, L. Xie, Y. Wang, J. Jiao, and Q. Ye,
“Conformer: Local features coupling global representations
for visual recognition,” in 2021 IEEE/CVF International Con-
ference on Computer Vision (ICCV), 2021, pp. 357–366.

[18] K. Shimada, Y. Koyama, N. Takahashi, S. Takahashi, and
Y. Mitsufuji, “Accdoa: Activity-coupled cartesian direction of
arrival representation for sound event localization and detec-
tion,” in ICASSP 2021 - 2021 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2021,
pp. 915–919.

[19] A. Politis, A. Mesaros, S. Adavanne, T. Heittola, and
T. Virtanen, “Overview and evaluation of sound event
localization and detection in dcase 2019,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing,
vol. 29, pp. 684–698, 2020. [Online]. Available: https:
//ieeexplore.ieee.org/abstract/document/9306885


