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ABSTRACT

It is difficult to apply supervised learning to anomaly detection
due to absence of abnormal data. Therefore, in anomaly detection,
Therefore, we use unsupervised anomaly detection, which assumes
that most of the data is a normal sample and learns without ob-
taining a label. In this paper, A self-supervised learning method is
proposed for unsupervised anomaly detection. This network per-
forms self-supervised classification using metadata associated with
the audio files and compare to labeled normal and abnormal. To
better extract the characteristics of the machine sounds, We adopt
ST-gram for Spectral-temporal feature fusion and compared per-
formance with some CNN Networks for DCASE 2022 Challenge
task2: Unsupervised Anomaly Sound Detection for Machine Con-
dition Monitoring Applying Domain Generalization Techniques. As
a result, Our method wasn’t performed well except ’Slider’ machine
sounds.

Index Terms— Anomaly Sound Detection, ST-gram, Self-
Supervised Learning

1. INTRODUCTION

Anomaly Detection is important task in diverse applications, be-
cause there aren’t exits enough abnormal samples and hard to la-
beling data for classifying normal or abnormal. Basically, Unsuper-
vised Anomaly Detection System based Auto-Encoder are widely
used. Auto-Encoder can learn important features by compressing
input data and reconstruct data from decoder network. but recon-
struction based method such as Auto-Encoder, GANS[1] are unsta-
ble and very sensitive to model hyperparameters. Other method to
use in unsupervised anomaly detection is the representation learning
method[2]. The performance of machine learning models depends
on the representation of the data being learned. By using represen-
tation learning method, We can learn various features on normal
data intensively and learn with a model optimized for distribution
on normal data.

Anomaly detection system is widely used in the manufactur-
ing task, and DCASE 2022 task 2 challenge[3] focuses on detect-
ing abnormalities in machine sound. And just for the DCASE chal-
lenge definition, Anomalous sound detection is the task of identify-
ing whether the sound emitted from a target machine is normal or
anomalous. In real-world factories, anomalies rarely occur and are
highly diverse. Therefore, exhaustive patterns of anomalous sounds
are impossible to create or collect and unknown anomalous sounds
that were not observed in the given training data must be detected.
Additionally, Domain generalization[4] is an important part of this
year’s challenge. Each data can have different attributes and do-
mains, ideal detection performance should be shown even at the

same threshold when designing an anomaly detection system.
In order to solve this challenge, We would like to use a self-

supervised learning technique using Spatio-Temporal Mel spectro-
gram. Log-mel spectrograms are generally used as input data in
deep learning-related sound tasks. Through the Mel Filter Bank, we
can see how much energy is around the low frequency in the spec-
trogram, and the disadvantage is that the width of the filter increases
as the frequency goes up, and the high frequency is rarely consid-
ered. Therefore, it is intended to sufficiently reflect the high fre-
quency components of machine sound through ST-gram[5]. Since
the unsupervised learning method does not have a label, the perfor-
mance of learning data features is not significantly better than that of
having a label, so we would like to approach it as a self-supervised
learning method. Additionally, Mixup[6] for data augmentations is
used to lead domain generalization between source and target data.

2. PROPOSED METHODS

2.1. Spectral-temporal feature fusion networks

Usually, Mel spectrograms are used as input feature data in Audio
and Sound tasks. However, The mel spectrogram reflects more of
the lower frequency values by filtering out high-frequency compo-
nents. It is difficult to sufficiently reflect the high frequency com-
ponents of machine sounds with mel spectrogram, So we adopt ST-
gram, Spectral-temporal feature gram as input for anomaly sound
detection. ST-gram is created by combining a log mel spectrogram
containing spectral elements and another spectrogram having tem-
poral elements. To compensate for the missing anomaly information
from the log-Mel spectrogram, we apply a CNN-based network to
extract the temporal feature from the raw input signal.

2.2. MixUp Augmentations

Mixup is a technique of data augmentations that can create new
data by mixing two data and labels at a certain rate. This method
shows that not only improves the performance of existing single-
label classification, but also significantly improves the performance
in multi-label classification.

x̃ = λxi + (1− λ)xj

ỹ = λyi + (1− λ)yj

X means raw input datas and Y is label values for x. By mix-
ing two input datas and labels, it can get a normalization effect by
preventing overfitting. In Anomaly detection, We can only use nor-
mal data, so we have an label, normal. For domain generalization in
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Figure 1: Overall process of Self Supervised Learning

Anomaly detection, Our model have to show similar performance
at the same decision threshold value for source data and target data.

2.3. Self Supervised Learning

Basically, Self-Supervised learning use psuedo labels from pre-
text task about unlabeled input data. Through Self-Supervised lear-
ing, Our model can learn feature representations without anno-
tated datasets. In Figure 1, psuedo label Z is from pretext task
ouputs. But, We create different kinds of labels from metadatas[7].
In DCASE2022 task2, Datasets are consist of six sections(00, 01,
02, 03, 04, 05, 06), each with different characteristics. We use the
section value as a label for self supervised method. And with the
one-class classification[8] concept, we would like to compare the
performance by using only normal and abnormal labels.

2.4. Arcface

Arcface[9] is a loss function that emerged to increase performance
in facial recognition tasks, but it is widely used in many challenges
to increase performance. Using additive angular margin penalty, Ar-
cFace lead our model in the direction of learning well feature rep-
resentation that has high intra-class similarity and low inter-class
similarity, leading to find an accurate decision boundary between
normal and abnormal sounds.

L = − 1
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3. EXPERIMENTS

About DCASE 2022 Task 2 (Unsupervised Anomalous Sound De-
tection for Machine Condition Monitoring Applying Domain Gen-
eralization Techniques) datasets, it has consist of development,
additional training, evalauation sets. It has seven classes(i.e.,Fan,
Bearing, Gearbox, Slider, Toycar, ToyTrain, Valve) and consists of
task2 datasets, combining MIMII DG[10] and ToyADMOS2[11].
and each data is 10 seconds long. Since the training set consists of
only normal data, how to learn the feature of normal sound is impor-
tant. And the main focus of this challenge is domain generalization
techniques that mainly use the source domain data to learn common
features across different domains so that the model can generalize
to both the source and target domain in the test data.

3.1. Experiments Setup

For this task, we train models separately for different machines, and
Adam is selected as the model optimizer. To calculate the Log-Mel

spectrogram, the frame size is set to 1024, the hop size is set to 512,
and the number of Mel filter banks is set to 128. As train parameters,
we train the network for 200 epochs of every mechaine type, and the
learning rate is initialized as 0.0001. For Arcface, margin is set to
0.7 and scale value is set to 30.

3.2. Evaluation Metrics

DCASE 2022 task2 is evaluated with the AUC and the pAUC. The
pAUC is an AUC calculated from a portion of the ROC curve over
the pre-specified range of interest. The anomaly detector is expected
to work with the same threshold for domain generalization.
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AUC stands for ”Area under the ROC Curve.” That is, AUC

measures the entire two-dimensional area underneath the entire
ROC curve from (0,0) to (1,1). And, pAUC is calculated as the AUC
over a low false-positive-rate (FPR) range [0,p]. The reason for the
additional use of the pAUC is based on practical requirements. In
task 2, we will use p value as 0.1 for pAUC.

3.3. Experiment Results

Table 1 shows a comparison between the baseline and the
results proposed in this report. We used MobileNetV3[12],
MobileFaceNet[13] for compare with baseline results. The perfor-
mance of learning through labels made using section values resulted
in similar results to the baseline in addition to the performance on
Slider. In the case of MobileNetV3, learning was conducted through
a pre-trained model in Pytorch Image Models[14], and on average,
it was confirmed that the results were the worst.

4. CONCLUSION

In this paper, we tried a self-supervised anomaly sound detection
method to handle this challenge. For Sound Acoustic features, We
attempted to reflect more of the characteristics of machine sound
through ST-gram, which is made by combining the temperature in-
formation extracted using CNN and the spectral information in the
spectrum. When comparing the performance of each class, it was
not an effective method to detect abnormalities only with the pro-
posed method, and using machine condition as a label like the base-
line system did not significantly differ in performance. However,
the performance of the slider class has improved a lot. The pro-
posed method exploits complementary spectral-temporal informa-
tion from the normal sound, and for domain generalization, self-
supervised learning was performed using section information as a
label.
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