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ABSTRACT

This technical report describes our submission system for the task
3 of the DCASE2022 challenge: Sound Event Localization and De-
tection (SELD) Evaluated in Real Spatial Sound Scenes. Compared
with the official baseline system, the improvements of our method
mainly lie in three aspects: data augmentation, more powerful net-
work architecture, and model ensemble. First, our previous work
shows that the audio channel swapping (ACS) technique [1] can ef-
fectively deal with data sparsity problems in the SELD task, which
is utilized in our method and provides an effective improvement
with limited real training data. In addition, we generate multichan-
nel recordings by using public datasets and perform data cleaning
to drop bad data. Then, based on the augmented data, we employ a
ResNet-Conformer architecture which can better model the context
dependencies within an audio sequence. Specially, we found that
time resolution had a significant impact on the model performance:
with the time pooling layer moving back, the model can obtain a
higher feature resolution and achieve better results. Finally, to attain
robust performance, we employ model ensemble of different target
representations (e.g., activity-coupled Cartesian direction of arrival
(ACCDOA) and multi-ACCDOA) and post-processing strategies.
The proposed system is evaluated on the dev-test set of Sony-TAu
Realistic Spatial Soundscapes 2022 (STARS2022) dataset.

Index Terms— Sound event localization and detection, data
augmentation, model ensemble, conformer

1. INTRODUCTION

The goal of sound event localization and detection (SELD) task is
to detect the presence of sound events, and localize them in time
and space when active. SELD can be applied in many areas [2].
Environmental types can be recognized and suppressed to improve
speech quality during speech communication or to improve per-
formance of robust automatic speech recognition (ASR). In smart
cities, audio surveillance system plays an indispensable role.

The SELD task in first 3 DCASE challenges were based on em-
ulated multichannel recordings, generated from event sample banks
spatialized with spatial room impulse responses (SRIRs) captured
in various rooms and mixed with spatial ambient noise recorded at
the same locations [3, 4, 5]. This year the challenge task changes
considerably compared to the previous iterations since it transitions
from computationally generated spatial recordings to recordings of

real sound scenes, manually annotated. Similarly to the previous it-
erations of the challenge, a straightforward convolutional recurrent
neural network (CRNN) based on SELDnet is used as the baseline
system, but with a few important modifications [6]. In DCASE2021
challenge, the baseline adopted the ACCDOA representation [7]
for training localization and detection with a single unified regres-
sion vector loss. In this challenge, the baseline1 adopts the strategy
of multi-ACCDOA proposed by [8] with the output of the model
switched to a track-based format in order to make it suitable for
handling simultaneous events of the same class.

In this report, data augmentation approaches are investigated
to expand official dataset. We adopt spatial augmentation to simu-
late new DOA information by audio channel switching (ACS) pro-
posed in [1]. We generate additional synthetic mixtures following
the same process as the generation code2 by using several sound
event databases. In order to solve the SELD for overlapping sound
events, the augmented data is generated according to a certain pro-
portion of overlapping events. We use the Resnet-Conformer [1]
as the training network based on the augmented data, which moves
the time pooling layer back to improve model recognition results.
In order to make the model more adaptable to the situation of over-
lapping events of the same class, we make a model ensemble for
two different target representations: ACCDOA-based method and
multi-ACCDOA-based method. Besides, we use a post-processing
method to make the model more accurate.

The rest of the report is organized as follows. In Section 2, the
proposed method is described in detail, including data augmenta-
tion, network training, model ensemble and post-processing. Ex-
perimental results on development dataset is shown in Section 3.
Conclusions are summarized in Section 4.

2. PROPOSED METHOD

In the proposed method, some useful data augmentation meth-
ods are utilized to generate training data. Then, strong deep neu-
ral network (DNN) architectures called Resnet-Conformer are re-
spectively trained for both ACCDOA and multi-ACCDOA formats
based on augmented training data. Model ensemble and post-
processing are adopted to get the final sound event detection and lo-
calization estimation. We will describe the four parts of the method

1https://github.com/sharathadavanne/ seld-dcase2022
2https://github.com/danielkrause/ DCASE2022-data-generator
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in detail: the data augmentation, the network training, the model
ensemble, and the post-processing.

2.1. Data Augmentation

The official real training data consists only 3 hours recordings. It is
obviously that such a small data set can not make the deep learning-
based model robust. So data augmentation approaches are neces-
sary for the training of the SELD system. In the technical report, we
adopt two data augmentation methods. One is ACS spatial augmen-
tation proposed in our previous work [1] to increase DOA represen-
tations based on the rotational properties of the recorded data set.
The other is to simulate new multi-channel data by using provided
SRIRs and sound samples selected from several public datasets.

In our submitted system, only FOA format data is used based
on the results of preliminary experiment. ACS [1] has been demon-
strated as a strong data augmentation strategy in multi-channel
SELD tasks. The amount of data can be augmented to 8 times after
applying the ACS strategy, which is about 184 hours for the train-
ing split in the development dataset. In addition, single-channel
sound samples extracted from AudioSet[9], ESC[10], FSD50K[11]
datasets are convoluted with SRIRs from TAU-NIGENS Spatial
Sound Events Datasets[12, 13] to generate 1-minute long multi-
channel scene recordings with a maximum polyphony of 3, which
yields several hundreds hours of data.

Besides, a data cleaning strategy is used to improve the quality
of the simulated recordings. We firstly train a SELD model on the
official development dataset applied by ACS augmentation. Then,
we test the simulated scene recordings using the trained model. The
data with high SELD scores is considered as poor quality and will
be dropped in the cleaning procedure. Finally, about 300 hours of
data are generated as the final training set.

2.2. Network Training

In the proposed system, only FOA format data is adopted as the
training data. Log-mel spectra features are extracted from multi-
channel audio of 24 kHz sampling rate using 1024-point discrete
Fourier transform from a 40 msec Hanning window and 20 msec
hop length. Then 4-channel mel spectra features and 3-channel in-
tensity vectors are concatenated together to get the 7-channel fea-
ture for every input frame of the model.

The Resnet-Conformer [1] as shown in Fig.1 is adopted as the
main network architecture in our method. Resnet [14] is a well-
known convolutional neural network (CNN) based network that has
achieved great performance in different tasks. Here a modified
Resnet architecture is used as a feature extractor to get high-level
feature representation from the input filter bank features. Con-
former [15] is a network widely used in speech recognition areas
to replace the Transformer encoder and achieves state-of-the-art
(SOTA) performance. The Conformer module performs a combina-
tion of self-attention and convolution operation. With self-attention
capturing global-level dependencies and convolution learning local-
level relationship, Conformer can utilize global and local informa-
tion at the same time. The output dimension of Resnet is reduced
from 512 to 256 before feeding into the Conformer by adopting
a linear layer. ACCDOA and multi-ACCDOA are trained through
modifying the output dimension of the last linear layer for further
fusion. One important improvement in the structure is that we found
the Conformer module is suit for a high time resolution. So the
pooling on time frames is performed after the Conformer module

instead of in the Resnet module, which makes the Conformer learn
more complete information and achieve better result.

The training data are cut into 20-second long segments. Adam
optimizer is used to train the model and a tri-stage learning rate
scheduler is used to control the learning rate. Models are trained
on 184 hours of data and then fine-tuned on a larger 300 hours of
training data. The upper limit of learning rate is 0.001 when train-
ing from scratch and 0.0001 when fine-tuning. Batch size is set to
16 and iteration steps are set to 120,000. The optimization crite-
rion of ACCDOA is mean square error (MSE) while that of multi-
ACCDOA is the MSE loss with auxiliary duplicating permutation
invariant training (ADPIT) [8].

Figure 1: The network architecture of Resnet-Conformer.

2.3. Model Ensemble

Two model ensemble strategies are utilized to improve the gener-
alization ability and achieve better results. Preliminary experiment
shows that the set of random seed will bring some fluctuations to the
experimental results. So Resnet-Conformer models with ACCDOA
target representation trained with different random seeds are fused
to reduce randomness. However, for multi-ACCDOA target rep-
resentation, we do not perform model ensemble between different
random seeds.

Besides, a ACCDOA and multi-ACCDOA fusion strategy is
proposed to fully utilize the advantages of these two modeling
methods. ACCDOA-based modeling method can provide accurate
boundary information. Multi-ACCDOA-based method can process
the overlap segments of the same event class but may introduce
false alarms. Here the boundary information from ACCDOA is
combined with the SED and DOA estimation of multi-ACCDOA.
Assume class c happened at frame t in ACCDOA estimation. If the
SED estimation of multi-ACCDOA at frame t is the same as ACC-
DOA, we will calculate the angle difference between the two esti-
mated events. If the difference of DOA estimation is higher than a
specific threshold, we think the DOA estimated by multi-ACCDOA
model is more accurate. Otherwise we think these two events are
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Table 1: Experimental results of the proposed method for develop-
ment dataset.

ER20◦ F20◦ LECD LRCD

Baseline-FOA 0.71 21.0% 29.3◦ 46.0%
Baseline-MIC 0.71 18.0% 32.2◦ 47.0%

ACCDOA 0.40 65.0% 15.0◦ 77.0%
Multi-ACCDOA 0.41 61.0% 15.3◦ 74.0%
Ensemble system 0.38 67.0% 14.8◦ 78.0%

exactly the same event, and the final DOA estimation will be the
mean value of these two methods.

2.4. Post-processing

Two post-processing strategies are adopted to further improve the
system performance. First, when testing the input data is cut into
20-second long segments with a 1 second hop length. Then the
result of each time frame is the mean value of the time-overlapped
segments. Tested on time-overlapped segments can further decrease
the variance of the results. Second, dynamic threshold is adopted to
improve the SED performance. The threshold is chosen on the real
validation set.

3. RESULTS ON DEVELOPMENT DATASET

We evaluate our proposed method on the development dataset
of Sony-TAu Realistic Spatial Soundscapes 2022. We gener-
ate a larger training set with the abovementioned data augmen-
tation approaches, namely audio channel swapping and multi-
channle data simulation, which consists of about 300 hours aug-
mented data. Table 1 shows the experimental results of the pro-
posed method for development dataset. “ACCDOA” represents the
ACCDOA-based modeling method and “Multi-ACCDOA’ repre-
sents the multi-ACCDOA-based method, both of which used post-
processing strategies. As shown in the table, each proposed sin-
gle model outperforms the two baseline systems by a large mar-
gin. By fusing the SELD results predicted by ACCDOA and multi-
ACCDOA methods, further improvements are achieved as shown in
the last row of Table 1.

4. CONCLUSION

In this report, we propose an ensemble system to solve the SELD
task in DCASE2022 challenge. We first adopt data augmenta-
tion approaches to expand the official dataset. Then the ResNet-
Conformer architectures are trained to predict SED and DOA re-
sults in ACCDOA and multi-ACCDOA representation formats. Fi-
nally model ensemble and post-processing strategies are used to get
a more robust SELD estimation. The experimental results on the
development dataset show that the proposed method outperforms
the baseline systems by a significant margin.
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