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ABSTRACT

In this report we explore a variety of data augmentation techniques
in audio domain, along with a curriculum learning approach, for
sound event localizaiton and detection (SELD) tasks. We focus our
work on two areas: 1) techniques that modify timbral of temporal
characteristics of all channels simultaneously, such as equalization
or added noise; 2) methods that transform the spatial impression
of the full sound scene, such as directional loudness modifications.
We test the approach on models using either time-frequency or raw
audio features, trained and evaluated on the STARSS22: Sony-TAU
Realistic Spatial Soundscapes 2022 dataset. Although the proposed
system struggles to beat the official benchmark system, the aug-
mentation techniques show improvements over our non-augmented
baseline.

Index Terms— sound event localization and detection, data
augmentation, audio signal processing

1. INTRODUCTION

Soudn event localization and detection (SELD) is a dual task where
the goal is to detect, classify and localize distinct sound events hap-
pening in a 3D spatial recording or a sound scene. SELD can be
understood as an extension to the Sound Event Detection (SED)
task with the addition of the localization problem. In addition, This
tasks is related to other fields such as image segmentation [1] or
object tracking [2], where the objective is also to detect and local-
ize objects in a scene, although the modality of the input data are
images or video instead of audio.

One of the main issues with SELD tasks, is the limited amount
of labeled data available, as well as the high density of data. More-
over, there is usually a distribution shift across datasets due to the
acoustical conditions of the recordings. Usually, simulated datasets
present large diversity of acoustical environments at the cost of di-
versity and naturalness of the sound events. On the other hand, real-
life recordings are often smaller and recorded in a handful of rooms,
limiting the variety of acoustical properties, but having much richer
and natural events.

Therefore, data augmentation has been very popular and cru-
cial for most systems solving SELD tasks. Typically, most systems
based on time-frequency representations borrow data augmentation
techniques from the computer vision domain, including methods
such as spec augment [3], random cropping, or scaling. More re-
cently, data augmentation techniques that work directly on audio

domain have been applied [4, 5]. However, these audio domain
augmentations are usually just casually mentioned, with little de-
tails about their hyperparameters. There is a vast literature on audio
signal processing effects [6], and the configuration of each effect
can have a dramatic impact of the perception of the sound.

On the other hand, the process of applying data augmentation it-
self is also understudied. The authors of [7] found that data augmen-
tation works best when the techniques transforms the data strongly,
while preserving the task-specific semantic meaning close to the
original data. More recently, [8] presented a general framework to
improve the results and stability of SED systems, mainly by struc-
tured training approach that combines models pretrained in large
datasets as initialization, balanced sampling with augmentation, and
the use of ensemble networks.

In this work we present a framework for training SELD sys-
tems using data augmentation in audio domain, and a curriculum
learning procedure to control the amount of augmentation. This ap-
proach is independent of the feature representation used, therefore
it is applicable to both time domain models such as SampleCNN
, [9] or custom 1D CNNs [10], as well as models based on time-
frequency input features, including spectrograms or learned 2D rep-
resentations. Furthermore, our proposed technique could be applied
to systems using audio in both FOA or Mic formats, for most cases
1. However, due to time constraints we only present results from
FOA format in this paper.

We also provide code for the implementation of our full system,
including the custom data loading, the models, and the augmenta-
tion techniques 2

2. METHOD

The overall process is described in figure 1. For each training it-
eration, first a minibatch of raw audio signals is augmented by
uniformly randomly selecting M out of N possible augmentation
methods (from a predetermined set of augmentations). Each of
these augmentation techniques has its own parameters (e.g. fre-
quency for a low pass filter) that are randomly selected at each it-
eration from fixed set of hyperparameters (e.g. uniform distribution

1Some data augmentation techniques used here are exclusive to FOA
format (e.g. Spatial Mixup), while the effectiveness of others could vary
significantly depending on the input format.

2Code available at: https://github.com/rfalcon100/seld_
dcase2022_ric

https://github.com/rfalcon100/seld_dcase2022_ric
https://github.com/rfalcon100/seld_dcase2022_ric
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Figure 1: Our proposed approach on how to apply data augmentation and curriculum learning. For details refer to section 2

covering 1000-5000 Hz for the same low pass filter). The augmen-
tations are applied sequentially in a pre-determined order, and with
a different selection of parameters for each example in the mini-
batch (per example, to all channels), but with the same selection
of augmentation methods. Next, after applying the augmentation
to the minibatch, the training iteration continues as usual (forward
and backward passes). Then, a curriculum learning rule updates the
maximum number of augmentations M , as well as the parameters
for each augmentation, based on some metric obtained during the
validation step.

2.1. Data Augmentation

The main goal of this work was to explore data augmentation meth-
ods on audio domain. For this purpose, we analyzed a few com-
mon audio signal processing methods that transform the audio sig-
nal while preserving the overall semantic content intact. The main
motivation is that changes applied to the overall spectral and tim-
bral features, should not impact neither the detection or localization
of sound events. However, this assumption is not true if the trans-
formation is too extreme. For example, a low pass filter where the
cutoff frequency is set too low, will remove all sound in the middle
and high frequencies, making detection impossible for events that
have little low frequency content. Similarly, a hard spatial filter that
heavily suppresses large areas of the soundfield will make localiza-
tion virtually impossible for sounds arriving from the suppressed
regions. Therefore selecting both suitable transformations and their
hyperparameters parameters is important.

The data augmentation techniques used, and the initial hyper-
parameter sets are:

• Spatial Mixup (Directional Loudness) Spatial Mixup is a
data augmentation technique that transforms the spatial char-
acteristics of audio signals encoded in spherical harmonics do-
main. More precisely, the method applies selective directional
gains to emphasize or suppress the signal in certain directions.
However, unlike a traditional beamformer, the suppression is
subtle and similar to soft spatial filtering, in the order of only

a few dB. For this work, we use the same hyperparameter set
as in [11], with the soft spherical caps. For computational effi-
ciency 3, this transformation is applied to the whole minibatch
with the same settings.

• Gain: Apply gain to the input signal to change the overall loud-
ness. We uniform randomly select gains from [-15, 6] dB.

• Polarity Inversion: Random inverse the polarity of all chan-
nels. Applied to either none, or all channels together.

• Pitch Shift: Pitch shifting by time stretching complex spec-
trogram of the input signal and then applying the inverse FFT.
Therefore the audio pitch is changed but its length stays the
same. We limit the range of pitch shifting to ± 2 semitones
only. It should be noted that in some cases, pitch shifting can
significantly modify the spatial characteristics of the signal,
does affecting DOA estimations.

• Colored Noise: Adding noise to the signal helps the networks
learn how to ignore it. Here we add colored noise, by filtering
white noise. This means that the frequency content of the noise
is randomly selected. The SNR of the added noise is uniform
randomly selected from [30, 2] dB. Therefore, in cases of low
SNR, the noise is very prominent.

• Random Equalization: Equalization changes the frequency
content of a signal, by either suppressing of enhancing certain
frequencies. This can be very useful in circumstances where
the signal contain unwanted noise that do not contribute to the
content, for example, low frequency rumble. The motivation
here is to not only remove undesired components, but to teach
the networks to extract meaningful characteristics of the sound
events even when the frequency content is very different. In
particular, we apply a 4 band parametric filter based on win-
dowed sinc filters with linear phase. During training, we uni-
form randomly selected up to 4 filters to apply to the input
signal. The filters can be either low pass (LP), high pass (LP),

3This is a limitation in our implementation that requires computing the
spherical harmonics in CPU instead of GPU. Nevertheless, this could be
improved by moving this computation directly to the GPU.
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band stop (BS), or band pass (BP). In some cases, the equaliza-
tion can be quite extreme where the output sounds significantly
different to the input signal, making it difficult even for human
listeners to classify the events. The parameters of each filter
are also randomly selected from:

1. LP : min-freq = 1000 Hz, max-freq = 5000 Hz

2. HP : min-freq = 250 Hz, max-freq = 1500 Hz

3. BP : min-freq = 400 Hz, max-freq = 4000 Hz, Q = [0.5,
1.5]

4. BS : min-freq = 400 Hz, max-freq = 4000 Hz, Q = [0.5,
1.5]

• Limiter In some cases, the resulting augmented signal can
have amplitudes that go beyond the [-1, 1] range. Instead of
normalizing the signal to constrain to this range, we apply a
simple brickwall limiter, where all values that exceed a certain
threshold are set to either 1 or -1. In some cases this can intro-
duce clipping and distortion, which might actually be useful as
data augmentation. We set the threshold to ± 0.99 .

2.2. Curriculum Learning

In general, curriculum learning refers to the process of increasing
the difficulty of the learning tasks as the training progresses. The
motivation is that by first focusing on simple problems, the opti-
mization of the networks is easier and smoother. By gradually in-
troducing more difficult examples, the optimization process remains
stable. This in practice helps with generalization as it is less likely
that the model will learn spurious correlation from the data, that are
not representative of the true task [12]. Curriculum learning is a
large field with many variants, but it is commonly applied in two
ways: 1) by increasing the difficulty of the training data as training
progresses; or 2) by increasing the model complexity. In this work
we focus on the former.

That said, for curriculum learning to work properly, there needs
to be an effective mechanism to rank the difficulty of the training
data, and an efficient way to sample accordingly. This is not a triv-
ial problem, and some alternatives have been suggested in the liter-
ate. For audio tasks, one could consider for example analyzing the
signal-to-noise ratio of the input audio, or using a surrogate, basic
model as a classifier for example difficulty.

In this work we instead use data augmentation as the mecha-
nism to control and rank data difficulty. The main idea is that the
original, non-augmented data is considered a clean, while increas-
ingly augmenting (and transforming) the data increases the diffi-
culty. In this sense, the amount and strength of the audio signal
processing methods mentioned in section 2.1 are increased during
training.

The update schedule and criteria for the curriculum learning is
also important. In this work we use a simple fixed schedule, were
the curriculum is increased during each validation step. This is ex-
plained in section 3.2. O

3. EXPERIMENTS

3.1. Models

We evaluate the proposed approach using the official baseline pro-
vided in the DCASE 2022 challenge as reference, and two different
models using either raw audio or time-frequency input representa-
tions:

1. CRNN10 We use a CRNN based on [13], a time-frequency
model composed of blocks of 2D convolutions with batch
normalization as feature extraction, and a bidirectional GRU
module for temporal processing. The input features are com-
plex STFT (computed using a frame size of 1024, hop size
of 240 samples, for a total input length of 2.55 seconds) of
the FOA input signals, concatenated with the intensity vec-
tor for total input size of 7 channels. The total number of
parameters is around 4.7 million.

2. SSELDnet We use the model from [9]. Based on a Sam-
pleCNN [14] this consists of squeeze-and-excitation residual
blocks of 1D convolutional layers, followed by a Conformer
[15] module that applies temporal attention. The inputs are
6 seconds long frames of audio at the original sampling fre-
quency of 24000 Hz, using only the FOA signals. The total
number of parameters is around 2.1 million .

3.2. Training

During training, for each iteration we first build a minibatch of
frames of raw audio of the selected length depending on the model,
and their corresponding labels. Each frame is a a random slice of
different audio recordings (wav files), so that no recording appears
twice on the same batch. Then each batch is augmented following
the procedure described in section 2. We set M to 0 at the begin-
ning of training, and increase this value up to 5 (out of 9 possible
augmentations) by 1 during each validation step. All augmentations
are performed online, on GPU, in a non-differentiable manner. This
means that augmentation does not propagate gradients. We use the
implementations provided by [16] or [11], with a few custom mod-
ifications and extensions.

We train all models for 200,000 iterations of batch size 32, with
validation every 10,000 steps. The training objective is the MSE
of the ACCDOA vectors (class-wise) [17], and we use an ADAM
optimizer with a learning starting at 1e − 5 with a warmup stage
of 5 validation steps up to 1e − 3, followed by a reduce on plateau
scheduler, with decay rate of 0.9 and patience of 3 steps.

We follow the data split of the development set proposed in
[18], using both simulated and recorded data for training, and only
the test split of the development set for validation. We report the
same evaluation metrics as the official DCASE 2022 challenge, of
the test split for the best validation step of all models based on the
ESELD ↓, defined as the normalized mean of all other metrics.

3.3. Results

Table 1 shows the results on the test split of the evaluation dataset.
First, compared to the official baseline, our results are not that good.
However, it should be noted that the official baseline utilizes multi
track ACCDOA with ADPIT training, which accommodates for
multiple overlapping sources at the same time, while all our ex-
periments utilize the simple ACCDOA targets. Therefore, a large
drop of performance is expected, because we ignore polyphony.
Secondly, both our tested models show moderate yet consistent im-
provements over all metrics, when using the proposed data aug-
mentation and training scheme. This effects seems to be stronger in
both localization metrics. Finally, the time-frequency model outper-
formed the time domain model, despite having a shorter receptive
field. Although the former has twice as many parameters.

The results presented here are limited and more experiments are
needed to show the true value of the approach, and how it behaves
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Table 1: Performance of the proposed approach. Note: the base-
line uses a different loss function.

System ERLD ↓ FLD ↑ LECD ↓ LRCD ↑ ESELD ↓
Baseline ([19]) 0.710 21.0 29.3 46.0 0.458
CRNN10 0.78 15.0 40.4 26.0 0.686
CRNN10 w/aug 0.74 23.0 27.4 45.0 0.553
SSELDnet 0.8 13.0 61.1 25.0 0.690
SSELDnet w/aug 0.750 19.0 49.3 38.8 0.555

with different types of models.

4. CONCLUSIONS AND DISCUSSION

We propose a simple framework to train neural-network-based sys-
tems for sound event localization and detection tasks. The frame-
work consists of on-the-fly data augmentation applied to raw au-
dio signals, with a curriculum learning schedule that increases the
amount of augmentation over time. In addition, we present a set
of hyperparemeters for the augmentation techniques used, that aim
to increase robustness and generalization of the network predic-
tions. The augmentation scheme proposed is applied during train-
ing, without the need to preprocess features, at a small performance
cost, but fast enough because it runs on GPU. Although our sub-
mission to the DCASE2022 task 3 struggles to beat the baseline,
we find that data augmentation improves our own implementation
with no augmentation.

The data augmentation techniques presented are quite sensi-
tive to hyperpameters, and further work is needed to find good sets
of values. In addition, there is a large number of raw audio data
augmentation methods not considered in this paper. Among these,
some of the most promising could be dynamic range compression or
expansion, as well as non-linear processing like virtual analog em-
ulations. Finally, the curriculum learning schedule presented here
could be explored in more detail, to find a more robust update rule
for the augmentation techniques.
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