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ABSTRACT

This technical report describes our submission for Task 6A of
the DCASE2022 Challenge (automated audio captioning). Our sys-
tem is built based on the ensemble learning strategy. It integrates
the advantages of different audio captioning methods, including the
graph attention-based audio feature representation method. Experi-
ments show that our ensemble system can achieve the SPIDEr score
(used for ranking) of 30.2(%) on the evaluation split of the Clotho-
v2 dataset.

Index Terms— Automated audio captioning, Ensemble learn-
ing, Graph attention, Transformer.

1. INTRODUCTION

Automated audio captioning is an intermodal translation task that
translates an input audio signal into a corresponding description
with natural language (i.e., captions) [1, 2]. AAC is different from
the sound event detection (SED) and the acoustic scene classifica-
tion (ASC) tasks. AAC does not predict a sound event/scene, but
describes the general information, including the identification of
sound events, acoustic scenes, foreground versus background dis-
crimination, concepts and physical properties of objects and envi-
ronments [2]. AAC has positive impacts in various applications,
such as intelligent and content-oriented man-machine interaction
and automatic content description [3], i.e., subtitling television con-
tent for the hearing-impaired, analyzing sound scenes for security
surveillance.

Existing methods usually employ an encoder-decoder structure,
where the audio encoder is used to extract the audio feature, and
the decoder generates captions from the audio feature. The initial
methods have limited captioning performance due to data insuffi-
ciency [4, 5]. With the help of the pretrained audio neural net-
works (PANNs) [6], the audio encoders of audio captioning meth-
ods are effectively improved. The PANNs module is pretrained on
a large audio pattern recognition dataset, i.e., AudioSet [7]. Most
recent state-of-the-art methods use the PANNs modules as their en-
coder, and achieve significant improvement in audio captioning task
[3, 8, 9, 10, 11]. In addition, to leverage the advantages of different
methods, ensemble learning [12] is widely used in the submitted
systems for Task 6A of DCASE 2021 Challenge [13, 14].
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Our system includes a method with the encoder-decoder struc-
ture using graph attention, namely GraphAC [15]. The audio en-
coder includes a PANNs module and a graph attention network
(GAT) module [16], to model the audio feature with both local and
long time dependencies. A Transformer based decoder is used as
the decoder in our system. The model is also pretrained on the
external dataset, i.e., AudioCaps [17] to further improve the perfor-
mance. In addition, the ensemble learning strategy [12] is used to
improve the final performance of our system.

2. PROPOSED ENSEMBLE SYSTEM

The structure of our ensemble system is shown in Figure 1. It in-
cludes five methods to vote the probabilities of the generated words,
which can benefit the advantages of these models and improve the
captioning performance. Specifically, we incorporate the GraphAC
method [15], the GraphAC w/ RL method, the GraphAC w/o top-
k method, the P-LocalAFT method [11] and the P-Transformer
method [3] to build our ensemble system. The details of these meth-
ods and the voting process are introduced as follows.

2.1. GraphAC, GraphAC w/ RL, and GraphAC w/o Top-k

We use an audio feature representation with graph attention learn-
ing in the GraphAC, GraphAC with reinforcement learning (i.e.,
GraphAC w/ RL), and GraphAC w/o top-k methods. The audio en-
coder uses a graph attention module in addition to the PANNs mod-
ule (i.e., CNN10). The GraphAC and GraphAC w/ RL methods use
the top-k mask to select the audio feature node relations in the ad-
jacency graph, while the GraphAC w/o top-k does not employ this
process. In addition, the GraphAC w/ RL method is fine-tuned by
reinforcement learning. All the methods with graph attention, i.e.,
GraphAC, GraphAC w/ RL and GraphAC w/o top-k, use a Trans-
former based decoder, which has 2 Transformer decoder layers with
8 attention heads.

2.2. P-LocalAFT

The P-LocalAFT [11] employs the PANNs module (i.e., CNN10)
as the encoder to extract audio features and designs the LocalAFT
decoder to generate captions from audio features. The P-LocalAFT
method can incorporate the global and local information of an audio
signal in its LocalAFT decoder. The LocalAFT decoder has two
layers, and the local region window size is set as 80.
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Figure 1: The structure of our proposed ensemble system.

Table 1: Performance comparison on the evaluation split of the Clotho-v2 dataset.
Method BLEU1(%) BLEU2(%) BLEU3(%) BLEU4(%) ROUGEl(%) METEOR(%) CIDEr(%) SPICE(%) SPIDEr(%)

Baseline system 55.5 35.8 23.9 15.6 36.4 16.4 35.8 10.9 23.3
P-Transformer [3] 56.5 37.2 25.3 17.1 37.7 17.2 41.3 12.3 26.8
P-LocalAFT [11] 57.8 38.7 26.7 17.9 39.0 17.7 43.4 12.2 27.8

GraphAC w/o top-k 58.0 38.8 26.5 17.7 38.4 17.8 43.5 12.4 27.9
GraphAC 58.1 38.6 26.5 18.1 38.5 17.5 43.7 12.6 28.1

GraphAC w/ RL 66.0 42.4 27.9 17.0 41.0 17.8 44.2 12.9 28.5

Ensemble system 64.9 43.9 30.3 19.9 41.5 18.1 47.1 13.3 30.2

2.3. P-Transformer

The P-Transformer is a method in [3], which uses the PANNs mod-
ule (i.e., CNN10) as the encoder to extract audio features and the
Transformer decoder to generate captions from audio features. In
our ensemble system, the P-Transformer method does not involve
reinforcement learning for fine-tuning. The Transformer decoder
has 2 Transformer decoder layers with 8 heads.

2.4. Vote for Results

The audio feature is used as input for the above methods, and
then these methods output the predicted probabilities of words, i.e.,
P1, P2, P3, P4, and P5 in Figure 1. In order to leverage the advan-
tages of the above five methods, these probabilities are summarised
with their weights (i.e., w1,w2,w3,w4, and w5), and then the en-
semble system gets the predicted probabilities of words result, i.e.,
Pout,

Pout = w1P1 + w2P2 + w3P3 + w4P4 + w5P5. (1)

Finally, with the probability Pout for the words to be chosen
from the vocabulary, we get the generated caption text. Not-
ing that, the weights are set empirically in our experiments as
w1 = 33.0%,w2 = 21.6%,w3 = 17.5%,w4 = 15.5%, and w5 =
12.3%.

3. EXPERIMENTS

3.1. Data Processing

We use two datasets in the experiments, i.e., Clotho-v2 [2] and Au-
dioCaps [17]. We firstly pretrain our method on the development
and validation splits of the AudioCaps dataset, and then fine-tune
the method on the development and validation splits of Clotho-v2.
The evaluation split of Clotho-v2 is used for metrics evaluation.

In our experiments, log-Mel spectrograms are used as the in-
put audio features, which are obtained from the raw audio signals
with a sample rate of 44.1 kHz. We get 64-dimensional log-Mel
spectrogram, using a Hamming window with 50% overlap.

We tokenize the captions of the development set. There are no
unknown tokens/words since all the words in the development set
appear in the validation, evaluation, and test sets. < sos>, < eos>
and <pad> are employed to denote the start-of-sequence, the end-
of-sequence and sequence padding, respectively. In a batch word
vectors input, we pad the word vectors to the max length of this
batch with <pad>.

3.2. Setup

The input word embedding used in our ensemble system is from a
word2vec language model [18] that is pretrained on the combina-
tion of captions from AudioCaps and Clotho-v2. Following [3], all



Detection and Classification of Acoustic Scenes and Events 2022 Challenge

five methods applied SpecAugment and mix-up strategies to im-
prove generalisation. The cross-entropy loss with label smooth-
ing [19] was used with Adam optimizer [20] to optimize the net-
work. The batch size was 16, and the learning rate was 0.0001. The
early stopping strategy is used according to the SPIDEr value on
the validation set during the training of each method. The model
training process stops when the SPIDEr value is not improved for
10 continuous epochs. Machine translation metrics (i.e., BLEUn,
ROUGEl and METEOR) and captioning metrics (CIDEr , SPICE
and SPIDEr) are adopted for performance evaluation.

3.3. Performance Evaluation

In this section, we provide the performance evaluation of our en-
semble system in Table 1. In addition, we show the performance of
each method used in our ensemble system and the baseline system
of Task 6A. Comparing these methods, the GraphAC-based meth-
ods (i.e., GraphAC, GraphAC w/ RL and GraphAC w/o top-k) can
outperform the compared methods in most evaluation metrics, in-
cluding SPIDEr , which is the metric used for ranking the submis-
sions to the DCASE Challenge.

The ensemble system achieves the best overall audio captioning
performance, as compared with all of the above individual methods,
by leveraging the advantages of these methods.

4. CONCLUSION

In this technical report, we have described our ensemble system
submitted for Task 6A of the DCASE2022 Challenge. Our en-
semble system incorporates five AAC methods to improve caption-
ing performance. Experimental results show the significant perfor-
mance improvement by our system, which can benefit from the ad-
vantages of the individual methods. Especially, our ensemble sys-
tem can achieve the SPIDEr score at 30.2%.
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