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ABSTRACT

We propose an anomalous sound detection method for DCASE2022
Challenge Task2. The method is basically an ensemble of multi-
ple autoencoder-based approaches. The model reconstruct the input
Mel spectrogram and decide it is an anomaly if the reconstruction
error is higher than a threshold. The area under curve (AUC) perfor-
mance achieved by the proposed approach is 53.35% on source do-
main and 43.48% on target domain, and the partial AUC is 48.00%.

Index Terms— Anomalous Sound Detection, Ensemble
Method, Autoencoder

1. INTRODUCTION

The DCASE2022 Challenge Task2 [1] is to identify anomalous ma-
chine sound in general domain only with given normal machine
sound data and so it is titled "Unsupervised Anomalous Sound De-
tection for Machine Condition Monitoring Applying Domain Gen-
eralization Techniques”. The main issue of this challenge is that
anomalous sound recordings are not given in training phase. This is
a realistic constraint since the anomaly rarely occurs in real-world
factories. The unsupervised learning setting makes it significantly
challenging for the detection model to decide whether a sound
recording is faulty or not. This unsupervised learning challenge suc-
ceed the DCASE2020 Challenge Task2 [2] and DCASE2021 Chal-
lenge Task2 [3].

The other important aspect of the challenge is the domain gen-
eralization. Domain generalization seeks to accomplish out-of-
distribution (OOD) generalization by employing only source data
in learning phase. A variety of methodologies have emerged as a
result of the tremendous progress made in domain generalization
research over the past ten years [4, 5, 6]. In challenge dataset, test
data is different from training data with respect to the unknown fac-
tor other than abnormalities. For instance, operating circumstances
of machine or ambient noise frequently vary in real-world situa-
tions and make difference between the training and testing phases.
Specifically, the test data consists of samples that are unaffected by
domain shifts (source domain data) and samples that are influenced
by domain shifts (target domain data), and the domain of each sam-
ple is not stated. Note that the challenge from previous year spec-
ifies whether or not each recording in test data is from a shifted
domain [3, 7].

We propose the anomaly detection method based on ensemble
of multiple autoencoders. In the following sections, we describe the
model architecture with its hyperparameters, training method, and
the evaluated performance measure.

2. MODEL ARCHITECTURE

2.1. Autoencoder

The input of the model is log-Mel spectrogram with 128 Mel-
frequency bands and 64 ms-long frame, which results in 128 x 64
intput dimension. The first model of the proposed method is an
autoencoder composed of fully connected layers followed by batch
normalization and ReLU activation function. The encoder network
takes an input z € R'?8** and output latent vector z € R® through
four fully connected layers which have (128,192,192, 128) nodes
respectively. The decoder network has the same four-layer struc-
ture as the encoder and takes as input the latent vector z and output
y € R'¥3%% ip order to reconstruct the original input sample 2.
Neither batch normalization nor ReLU activation is applied at the
output layer of the model. The neural network model is trained by
using Adam optimizer.

Similar to the first model, the second model is a fully connected
autoencoder with more nodes: (192,256,256, 192) for both en-
coder and decoder networks. The number of parameters of the first
autoencoder model is 585,648 and the second model has 342,424
parameters. Whole structure of two models are shown in Table 1.
Every models are implemented using Keras [8] and Tensorflow 2
[9].

When an input is a normal sound clip, the proposed model is
able to reconstruct it perfectly since the feature of normal samples
is learned by the model in training phase. However, when an anoma-
lous sound clip is given as an input, the model fails to reconstruct
the input and yields high reconstruction error. Therefore, by setting
appropriate threshold 6, we could make a decision on each sample
if it is normal or anomalous.

Table 1: Autoencoder model configuration

Model 1 Model 2
layer | node number | node number
input 128 x 64 128 x 64
fel 128 192
fc2 192 256
Encoder |y 3 192 256
fc4 128 192
fc5 8 8
fc6 128 192
fc7 192 256
Decoder | g 192 256
fc9 128 192
output 128 x 64 128 x 64
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2.2. Ensemble method

Ensemble methods include building multiple models and combin-
ing them to achieve better outcomes. Generally speaking, ensemble
approaches yield more precise results than a single model would.
The ensemble technique has been commonly employed in the win-
ning solution of a number of machine learning contests. We ran-
domly initialize each autoencoder model several times in training
and select best-performing three models. A total of six neural net-
works are combined so that the average predictions of all networks
are calculated as final outputs. Multiple autoencoders complement
each other and prevent the worst-case scenarios where overfitting or
underfitting occurs in training phase.

3. EXPERIMENTS

3.1. Dataset

The audio data for DCASE Challenge Task?2 is basically from Toy-
ADMOS?2 [10] and MIMII Dataset [11]. The operation sound of
seven different types of machines—fan, gearbox, bearing, slide
rail, toy car, toy train, valve—are selected for the challenge. Each
recording is a 10-sec-long, single-channel audio clip including
noises from the target machine and its surroundings. For more de-
tails, please refer to [1].

3.2. Results

The evaluated performance of the proposed algorithm for develop-
ment dataset is shown in Table 2. The performance measure is given
as the area under the receiver operating characteristic curve (AUC)
and partial AUC (pAUC) with p = 0.1. We found that ensemble
model shows better performance than single models.

4. CONCLUSIONS

In this report, we propose an anomalous sound detection algorithm
for DCASE2022 Challenge Task2, which is based on ensemble of
autoencoders. Each autoencoder is composed of fully connected
encoder and decoder with four layers that reconstruct Mel spec-
trogram samples. The anomalous machine operating sound can be
classified using reconstruction error of the proposed model. The
performance measure of the proposed method in harmonic mean of
AUC is 53.35% and 43.48% on source and target domain, respec-
tively. The harmonic mean of partial AUC (pAUC) is 48.00%.
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Table 2: Autoencoder model configuration

ToyCar | ToyTrain fan gearbox | bearing | slider | valve | total

h-mean AUC source 62.54 49.67 60.14 56.45 47.95 52.16 | 48.27 | 53.35
h-mean AUC target 35.76 38.84 50.14 55.55 46.64 37.95 | 46.41 | 43.48
h-mean pAUC 45.50 43.59 54.69 56.00 47.28 43.94 | 4791 | 48.00
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