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ABSTRACT

We propose an unsupervised anomalous sound detection system for
DCASE 2022 Task 2. We use self supervised contrastive learning
with data augmentation as a feature extractor network. We use three
kinds of data augmentation methods for contrastive learning. Then
k-Nearest Neighbors are used to compute anomalous scores from
extracted feature vectors. As a result, we show the detection perfor-
mance of 88.58% in Area under Curve(AUC) and 74.40% in partial
AUC(pAUC) with hyperparameter fixed.

Index Terms— Anomalous sound detection, Contrastive learn-
ing, Data augmentation

1. INTRODUCTION

Anomalous sound detection is the task that analysis sound to mon-
itor machine conditions. Generally, we can obtain normal condi-
tion sound samples easily, but it is hard to obtain anomalous con-
dition sound samples. Also, machine condition can be anomalous
for many reasons and machine operating sound varies by different
anomalous factors. For these reasons, the DCASE 2022 Challenge
Task 2[1] is for unsupervised anomalous sound detection for ma-
chine condition monitoring applying domain generalization tech-
niques. This task requires using only normal condition samples dur-
ing the training process. Also, the detector should detect anomalous
sample which shift domains from the domain of training data. We
propose self-supervised contrastive learning with data augmenta-
tion with conventional k-Nearest Neighbors(k-NN) anomalous de-
tection method.

2. ANOMALOUS SOUND DETECTION METHOD

2.1. Data Preprocessing and Setup

The data of DCASE 2022 Task 2[2] consists with seven machine
types and each machine type consists with six sections which is
dedicated to domain shift. Two kinds of domain exists at each sec-
tion. Most training data and part of target data were recorded as
source and few of training data and part of test data were recorded
as target domain. Each audio file is 10 seconds long with 16kHz
sampling rate. Our system uses Mel spectrogram as input. We con-
verted audio file to spectrogram using STFT with 2048 filter length
and 512 hop size. And each spectrum was compressed through a
Mel filter with a number of bins of 256. We fixed hyperparame-
ter of our model overall process, all model for each machine type
trained without hyperparameter change.

2.2. Self-supervised contrastive learning

Contrastive representation learning, which uses data augmentation
as a part of architecture proposed in SimCLR[3] and showed perfor-
mance of self-supervised contrastive learning can be similar com-
pare to supervised learning. In contrastive learning process, net-
work learns representations by minimizing agreement between data
augmented from other sample in latent space and maximizing agree-
ment between original sample and data augmented from the same
sample. Our system apply ResNet-18[4] network architecture to
obtain visual representation both of sample and augmented sam-
ple. After ResNet-18 network, simple projection head consisted
with one hidden layer and ReLU non-linear activation function ap-
plied to visual representation. Output of projection header are used
to calculate constractive loss named normalized temperature-scaled
cross entropy(NT-Xent)[3] loss. NT-Xent loss function maximize
agreement between augmented from same sample input and min-
imize agreement between augmented from different sample input.
NT-Xent loss function defined as
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where 1 is indicator function which is 1 when k # 1, T is
temperature parameter, (z;, z;) are data augmented from sample ¢
from batch N and sim(z;, z;) is dot product between 2 normalized
(#i,2;). When data augmented from different sample, NT-Xent
minimize agreement of between each sample. Negative NT-Xent
loss also defined at SimCLR paper[3]. Structure of self-supervised
contrastive learning model are shown in Figure 1. In Figure 1, data
augmentation 1 ; means data augmentation ¢ applied to sample x;
Because of limitation of hardware, we use much lower batch size
16 compare to 4096 of SimCLR and because of small batch size,
we applied Adam[5] optimizer instead of LARS optimizer[6]. As
a learning rate scheduler, we use Cosine annealing warm restarts
scheduler[7]. Temperature parameter 7 set to 0.5.

2.3. Data augmentation method

In the contrastive learning process, the network learns representa-
tions from the augmented sample in latent space. Because networks
learn from the augmented sample, the data augmentation method
directly affects performance. So we use three kinds of data augmen-
tation. Three data augmentation methods are illustrated in Figure 2.
The first augmentation method is harmonics modification illustrated
in Figure 2 (b). The harmonics modification method estimates fun-
damental frequency, then emphasizes odd harmonics component in-
tensity and decreases even harmonics component intensity. The sec-
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Figure 1: Self-supervised contrastive learning structure.

ond augmentation method is temporal masking illustrated in Figure
2 (c). Temporal masking masks almost 160ms duration in the time
domain and the masking point is determined by the intensity at the
time. The third augmentation method is FO masking illustrated in
Figure 2 (d). FO masking augmentation method estimates the funda-
mental frequency of the input spectrogram and masks the estimated
fundamental frequency. Three kinds of data augmentation methods
are randomly applied to the input sample.
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Figure 2: Augmentation illustration.

2.4. Anomalous detector

We use k-Nearest Neighbors(k-NN) to calculate anomalous score.
Input of k-NN is 1x512 size feature vector which is output of feature
extractor network. Cosine distances are used as k-NN metric and
value of k set to 3.

Challenge

3. RESULTS

In DCASE 2022 Task 2, Area Under Curve(AUC) and partial
AUC(pAUC) are used as performance evaluation metrics. We com-
pare our system with DCASE 2022 Task?2 baseline system[8] in Ta-
ble 1 and Table 2. AUC score per each section and domain are
shown in Table 1 and pAUC scores per each section are shown
in Table 2. Harmonic mean of AUC scored 88.58% compare to
the score of baseline 52.07% and 56.09% and harmonic mean of
pAUC scored 74.40% compared to scores of baseline of 53.73%
and 55.65%. The largest AUC score fluctuation between source and
target domain is 7.28% for ToyTrain machine type and the largest
pAUC score fluctuation is 7.91% for ToyCar machine type. Score
fluctuation shows proposed model extracts domain generalized fea-
tures.

dataset split baseline system proposed system
autoencoder | MobileNetV2
machine type | section | domain AUC AUC AUC
ToyCar 0 source 86.42% 47.40% 90.58%
ToyCar 1 source 89.85% 62.02% 86.60%
ToyCar 2 source 98.84% 74.19% 83.72%
ToyCar 0 target 41.48% 56.40% 89.64%
ToyCar 1 target 41.93% 56.38% 90.84%
ToyCar 2 target 26.50% 45.64% 95.40%
ToyCar harmonic mean 50.27% 55.31% 89.31%
ToyTrain 0 source 67.54% 46.02% 73.84%
ToyTrain 1 source 79.32% 71.96% 71.62%
ToyTrain 2 source 84.08% 63.23% 83.92%
ToyTrain 0 target 33.68% 49.41% 87.78%
ToyTrain 1 target 29.87% 45.14% 80.74%
ToyTrain 2 target 15.52% 44.34% 81.96%
ToyTrain harmonic mean 35.76% 50.95% 79.58%
bearing 0 source 57.48% 67.85% 86.16%
bearing 1 source 71.03% 59.67% 82.04%
bearing 2 source 42.34$ 61.71% 96.28%
bearing 0 target 63.07% 60.17% 87.86%
bearing 1 target 61.04% 64.65% 79.54%
bearing 2 target 52.91% 60.55% 95.10%
bearing harmonic mean 56.33% 60.26% 87.40%
fan 0 source 84.69% 71.07% 96.70%
fan 1 source 71.69% 76.26% 83.52%
fan 2 source 80.54% 67.29% 91.46%
fan 0 target 39.35% 62.13% 96.80%
fan 1 target 44.74% 35.12% 88.62%
fan 2 target 63.49% 58.02% 88.22%
fan harmonic mean 58.96% 57.35% 90.64%
gearbox 0 source 64.63% 63.54% 94.60%
gearbox 1 source 67.66% 66.68% 92.44%
gearbox 2 source 75.38% 80.87% 92.96%
gearbox 0 target 64.79% 67.02% 92.44%
gearbox 1 target 58.12% 66.96% 87.44%
gearbox 2 target 65.57% 43.15% 89.04%
gearbox harmonic mean 65.63% 62.02% 89.59%
slider 0 source 81.92% 87.15% 91.50%
slider 1 source 67.85% 49.66% 84.28%
slider 2 source 86.66% 72.70% 82.68%
slider 0 target 58.04% 80.77% 87.82%
slider 1 target 50.3% 32.07% 86.48%
slider 2 target 38.78% 32.94% 96.88%
slider harmonic mean 59.16% 48.19% 88.03%
valve 0 source 54.24% 75.26% 86.16%
valve 1 source 50.45% 54.78% 82.04%
valve 2 source 51.56% 76.26% 96.28%
valve 0 target 52.73% 43.60% 87.86%
valve 1 target 53.01% 60.43% 79.54%
valve 2 target 43.84% 78.74% 95.10%
valve harmonic mean 50.70% 61.76% 87.03%
all harmonic mean 52.07% 56.09% 88.58%

Table 1: AUC score result
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dataset split baseline system proposed system
Autoencoder | MobileNetV2
machine type section pAUC pAUC pAUC
Toycar 0 51.31% 49.96% 76.02%
Toycar 1 54.08% 50.92% 73.78%
Toycar 2 52.96% 56.51% 75.53%
Toycar harmonic mean 52.74% 52.27% 75.09%
ToyTrain 0 52.72% 50.25% 67.01%
ToyTrain 1 50.64% 52.97% 59.53%
ToyTrain 2 48.33% 51.54% 64.58%
ToyTrain harmonic mean 50.48% 51.52% 63.55%
bearing 0 51.49% 54.41% 69.73%
bearing 1 55.85% 55.09% 71.51%
bearing 2 49.18% 64.18% 85.74%
bearing harmonic mean 51.98% 57.14% 75.02%
fan 0 59.95% 55.40% 89.42%
fan 1 51.12% 52.14% 71.19%
fan 2 62.88% 65.14% 77.66%
fan harmonic mean 57.52% 56.9% 78.72%
gearbox 0 60.93% 62.12% 81.71%
gearbox 1 53.74% 56.85% 79.40%
gearbox 2 61.51% 50.62% 81.69%
gearbox harmonic mean 58.49% 56.03% 80.92%
slider 0 61.65% 71.57% 76.18%
slider 1 53.06% 48.21% 71.54%
slider 2 53.44% 49.69% 77.76%
slider harmonic mean 55.78% 54.67% 75.06%
valve 0 52.15% 55.37% 69.73%
valve 1 49.78% 54.69% 71.51%
valve 2 49.24% 85.74% 85.74%
valve harmonic mean 50.36% 62.42% 75.02%
all harmonic mean 53.73% 55.65% 74.40%

Table 2: pAUC score result

4. CONCLUSIONS

In this work, self-supervised contrastive learning based anomalous
sound detection system are proposed. In the system, self-supervised
contrastive learning network extracting features from data augmen-
tation applied sample. Three kinds of data augmentation methods
are used to extract domain generalized feature. Extracted features
are used to calculate anomalous score by k-NN algorithm. As
a result, proposed system scored AUC score 88.58% and pAUC
score 74.40% with small performance fluctuations when domains
are changed.
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