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ABSTRACT 

We describe our submitted systems for DCASE2022 Task4 in 

this technical report: Sound Event Detection in Domestic Envi-

ronments. We propose three models to solve this problem. In the 

first model, we try to utilize all the training data provided. To be 

specific, firstly, we employ a joint model both for event classifi-

cation and location based on strongly labeled data and weakly 

labeled data to propagate the clip level annotations on the unla-

beled dataset, which is so called pseudo-label dataset. In order to 

link frame level strongly annotations with the weakly annota-

tions, we introduce weighted average pooling scheme. Finally, 

the joint model trained on strongly labeled data, weakly labeled 

data and pseudo-label data are employed to solve the Task 4 

problem. To utilize the external dataset and pre-trained model, 

we proposal a system which use pre-trained model to extract 

embedding, and to train a RNN decode to generate prediction 

finally. And the third system with some data augmentation 

methods based on the baseline CRNN. Our proposed systems 

achieve poly-phonic sound event detection scores (PSDS-scores) 

of 0.4428 (PSDS1) and 0.8266 (PSDS-scenario2) respectively 

on development dataset. 

Index Terms—Sound event detection, Pseudo labels, 

CRNN, AST, Segmenter 

1. INTRODUCTION 

In this technical report, we describe our submitted systems for the 

task 4 of the DCASE2022 challenge: Sound Event Detection in 

Domestic Environments using weakly labeled data, unlabeled 

data, and strongly labeled data. The target of the system is used 

to provide not only the audio event class but also the event time 

localization given that multiple events can be presented in an 

audio recording [1]. 

Based on the experimental observations, we propose three 

schemes as following: 

In the first model, we utilize all the training data provided. 

Firstly, we employ a joint model both for event classification and 

location based on strongly labeled data and weakly labeled data 

to propagate the clip level annotations on the unlabeled dataset, 

which is so called pseudo-label dataset. In order to link frame 

level strong annotations with the weak annotations, we introduce 

weighted average pooling scheme. Finally, the joint model is 

trained on strongly labeled data, weakly labeled data and pseu-

do-label data. The joint model is based on CNN14, and then 

connect two parallel fully connected layers, one for frame level 

event classification and the other for sound event time localiza-

tion. To map strong labels at the frame level to weak labels at the 

clip level, we use weighted average pooling. 
In the second model, we utilize the AST[2] pre-trained 

model as feature extractor to extract frame-wise embedding, and 

use 2 layers RNN and a linear layer to transform the patch em-

bedding to frame-wise predictions. We use all the synthetic data, 

weakly labeled data, unlabeled data, and strongly real labeled 

data to train our model. 

In the third model, based on the baseline CRNN, we applied 

data augmentation methods and tried different weights for strong 

and weak loss, and also used the AudioSet strong labeled data to 

train this model. 

This technical report is organized as follows: Section 2 de-

tails the models and tricks we use to train the SED systems. In 

Section 3, we demonstrate the experimental results of our pro-

posed scheme. Finally, we conclude in Section 4. 

2. PROPOSED METHOD 

2.1. Data 

We train and validate the proposed models on the datasets pro-

vided by DCASE2022 task4: 

• Weakly labeled training set: This set contains 1578 clips (2244 

class occurrences) for which only provide audio event classes for 

audio clips. 

• Unlabeled in domain training set: This set contains 14412 clips 

which is considerably larger than weakly labeled data. 

• Synthetic strongly labeled set: This set is composed of 10000 

clips generated with the Scaper soundscape synthesis and aug-

mentation library. 

• Validation set: The validation set which is annotated with 

strong labels, with timestamps contains 1168 clips (4093 events). 

2.2. Feature 

For the first model, we extract log-mel features with hop size of 

160 and window length of 512, on the resampled 16kHz audio 

data. 64 mel-filters are applied to obtain the final frame-wise 

features. All the training audio are aligned to 1000 frames which 

corresponds to 10 seconds. We use BatchNorm2D to normalize 

all the samples in development set. 

For the second model, we extract fbank features with 128 mel-

bins, 10ms frame shift and 16000HZ sample rate. 
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For the third model, we extract log-mel features with hop size of 

256 and window length of 2048 on the resampled 16kHz audio 

data. All the training audio are aligned to 156 frames which 

corresponds to 10 seconds. 

2.3. Semi-supervised Strategy 

Semi-supervised strategy is essential due to the large amount of 

unlabeled data. In the first model, we introduce a pseudo-labeling 

[4] method. We first pretrain a neural network with labeled da-

tasets (strongly labeled data and weakly labeled data) to label 

large-scale unlabeled data with weak pseudo labels. 

 

2.4. Models 

Model based on CNN14: In this model, we first train a 

joint model both for event classification and location on strongly 

labeled data and weakly labeled data to propagate the clip level 

annotations on the unlabeled dataset. And then use strongly 

labeled data, weakly labeled data and pseudo-label data to train 

the joint model again. The block diagram is shown in Figure 1. 

 
 

Figure 1: In the upper part of the figure, the joint model is 

pre-trained with labeled data, and the unlabeled data is labeled 

with pseudo labels. In the lower part, the original labeled data 

and pseudo label data are used to train the joint mode 

 

We use Cnn14 as a feature extractor, then connect two full 

connection layers in parallel, one for frame level event classifica-

tion and the other for sound event time localization, as shown in 

Figure 2. 

We define the Fc-sigmoid output, ( , )softO t i ,as the localiza-

tion vector, then it is multiplied with the classification output 

( , )sigO t i  at each frame as, 

( , ) ( , ) ( , )sig softO t i O t i O t i  

 

 
 

Figure 2: Model 1 Structure 

 

Where means that the corresponding elements in the ma-

trix are multiplied. ,t i  are the indexes of the time and events 

respectively. There are ten types of events in this task, so the 

index of i  is 0 to 9. In order to map the frame level labels to the 

clip level strong labels, we introduce weighted average pooling 

(WAP) [5], it is defined as follows: 
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Where, 
iy is the predicted weak label of the audio clip, and 

T is the total frames of an audio clip. 

We calculate the binary cross entropy loss for strongly la-

beled data, weakly labeled data and weak pseudo label data, and 

take their sum as the loss function of the network. Since we 

introduce large-scale pseudo label data for training, the ratio 

between existing labeled data and pseudo label data has a great 

impact on the network performance [6]. Therefore, our loss 

function is defined as follows: 

( )strong wea opseuk dL L L t L    

Where, ( )t  is the balance coefficient between labelled 

data and pseudo label data. In this paper, we set it as 0.3. Model 

is trained with 200 epochs using Adam. 

 

Model based on AST pre-trained model: In this mode, 

we use the AST[2] pre-trained model to extract the  patch em-

beddings, then use a decoder to transform the embedding to 

frame-wise output as image segmenter[6]. The model diagram is 

shown in Figure 3. 

 

 
 

Figure 3: Model 2 Structure 
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The decoder uses two layers GRU, and then a linear layer to 

predict the frame-wise classes and the global clip-wise classes is 

generated by a weighted average of the frame-wise output. 

 

Model based on CRNN: we use the popular convolutional 

recurrent neural net-work(CRNN). Traditional 2D convolution 

enforces translation-invariance in both time and frequency axis. 

However, frequency is not translation-invariant for sound time-

frequency patterns. So we apply Frequency Dynamic Convolu-

tion[10] in our CNN. Also, we test the different weights for 

strong and weak loss. Apply different down-sampling rate for 

model optimization. We use all the synthetic data, weakly la-

beled data, unlabeled data, and strongly real labeled data (3377 

audio clips coming from Audioset, total 3470, some of them are 

not successfully downloaded) to train this model.  

2.5. Data augmentation 

We apply different data augmentation in our models. we com-

pared the effects of SpecAugment[7], include time warp, time 

and frequency masking, time-frequency shift[9] and mixup[8], 

and found the SpecAugment[7] does not have great improve-

ments on our model based on pre-trained models. We finally used 

time-frequency shift[9] and mixup[8] in our models.  

2.6. Post processing 

We checked our predictions, and found it generate too many low-

confidence predictions for a single clip. We try to apply different 

down-sampling methods to reduce the affect of the low-

confidence predictions and find it could improve the PSDS2 

scores. 

 

 

3. EXPERIMENTS AND RESULT 

For the decoder which uses 2 layers GRU, we compared the 

performance with LSTM: 

 

Table 1: Performance of different RNN 

 PSDS1 PSDS2 

GRU 0.3916 0.7422 

LSTM 0.3719 0.7703 

As can be seen, LSTM get better PSDS2 but lower PSDS1. 

 

For the different down-sampling methods during predictions 

post-processing, will improve PSDS 2 but different performance: 

 

Table 2: Performance of different down-sampling methods 

Frames linear maxpool 

70 0.7762 0.7856 

50 0.7842 0.7947 

20 0.7788 0.8012 

10 0.7702 0.8069 

1 0.6598 0.8266 

 

The final result of the systems we submitted are shown in Table 3. 

System 1 and 2 aim to better PSDS2, and system 3 is for PSDS1, 

system 4 is the one without external data. 

 

Table 3: Performance of our proposed systems 

id system PSDS1 PSDS2 

1 AST + Segmenter 1 0.0670 0.8266 

2 AST + Segmenter 2 0.1772 0.8012 

3 CRNN 0.4428 0.6597 

4 Detect + Classify 0.0375 0.2445 
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