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ABSTRACT

This technical report describes an automated audio captioning sys-
tem we submitted to Detection and Classification of Acoustic Scenes
and Events (DCASE) Challenge 2022 Task 6a. The proposed system
is built on an encoder-decoder architecture we submitted to DCASE
2021 Challenge Task 6 last year, where the encoder is a pre-trained
10-layer convolutional neural network and the decoder is a Trans-
former network. In this new submission, we investigate the use
of keywords estimated from input audio clips to guide the caption
generation process. The results show that keywords guidance can
improve the system performance especially when the pre-trained en-
coder is frozen, and can also reduce the variance of the results when
the model is trained with different seeds. The overall system consists
of a pre-trained keywords estimation model and a CNN-Transformer
audio captioning model. The captioning model is first trained via the
cross-entropy loss and then fine-tuned with reinforcement learning to
optimize the evaluation metric CIDEr. The proposed system signifi-
cantly improves the scores of all the evaluation metrics as compared
to the baseline system.

Index Terms— Audio captioning, audio tagging, cross-modal
task, reinforcement learning

1. INTRODUCTION

Automated audio captioning (AAC) [1, 2], a cross-modal transla-
tion task aiming at describing the overall content of an audio clip
using natural language (sentences), has attracted increasing attention
recently. This task has the potential to be applied in a variety of
applications such as multimedia data retrieval, hearing-impaired as-
sistance, and human-computer interaction. With AAC being held as
a challenge task in DCASE 2020 and 2021 [3], numerous methods
have been proposed and the performance of the audio captioning
systems has been significantly improved [4, 5, 6, 7, 8, 9].

This technical report describes an automated audio captioning
system submitted to DCASE Challenge 2022 Task 6a. The pro-
posed system is built on a CNN-Transformer model we submitted to
DCASE Challenge 2021 [10]. In this model, a 10-layer pre-trained
convolutional neural network (CNN) encoder is used to extract audio
features from input audio clips and a Transformer decoder is used
to generate captions based on the extracted audio features. Audio
is a time-series signal with variable lengths, where sound events
can occur over arbitrary time frames and are often overlapped. The
overlapping sound events make it challenging to directly map an
audio signal into natural language description. Furthermore, each
sound event can be described using different words, making this
task even more challenging. In our new submission, a module for

keywords estimation is introduced to guide the caption generation
process. Estimating keywords from audio clips is essentially an
audio tagging task, therefore, it is relatively easier than directly trans-
lating audio clips into sentences. The keywords may convey the
class information of the presented audio events and objects making
sounds in the input audio clips, therefore, the decoder can generate
more accurate captions while referring to the keywords.

The use of keywords to improve captioning systems has been
investigated in the literature. Koizumi et al. [11] argued that a sound
event can be described with different words, which could lead to
a word-selection indeterminacy problem. They proposed to add
a branch for keyword estimation after the audio encoder and use
keywords to guide the caption generation. Ye et al. [6] adopted a
similar method to estimate keywords, however, they claimed that
their captioning model did not converge when combined with the
keyword estimation branch. In addition, Han et al. [5] retrieve audio
clips in the dataset that are similar to the input audio clip, and extract
keywords from captions of these retrieved audio clips to enhance
the decoder. Rather than adding a branch for keyword estimation
after the audio encoder, we employ a separate audio tagging model
to estimate keywords, and the estimated keywords are further con-
catenated with the extracted audio features from the encoder before
being fed into the decoder to guide the caption generation. Our
experimental results show that the keyword guidance can improve
the system performance significantly when the pre-trained encoder
is frozen. Furthermore, the incorporation of keywords reduces the
variance of the models trained with difference seeds.

In conclusion, our submitted system consists of a pre-trained
keyword estimation model and a standard CNN-Transformer caption-
ing model. The captioning model is first trained via a cross-entropy
loss and then fine-tuned via reinforcement learning. The submitted
system significantly improves the scores of all the evaluation metrics,
as compared to the baseline system. The remainder of this technical
report is organized as follows. In Section 2, our method is introduced
in detail. The experiments and results are discussed in Section 3.
Finally, we conclude this work in Section 4.

2. SYSTEM DESCRIPTION

Fig. 1 shows the overview of our system. We first introduce the
model architecture and then describe the rule-based keywords ex-
traction pipeline in this section.

2.1. Model architecture

Transfer learning has been successfully applied to address the data
scarcity problem and improve the system performance in the litera-
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Figure 1: The diagram of the submitted system, which consists of a keywords estimation model and a CNN-Transformer captioning model.

ture [10]. Therefore, a 10-layer CNN from pre-trained audio neural
networks (PANNSs) [12] is employed for both the keyword estimation
model and the audio encoder in the captioning model. The 10-layer
CNN consists of 4 convolutional blocks and each block has 2 convo-
lutional layers with a kernel size of 3 x 3. Batch normalization [13]
and a ReLU [14] nonlinear layer are applied after each convolutional
layer. The last convolutional block is followed by two linear layers to
further increase the feature representation ability [12] and to adjust
the dimension of the outputs.

The language decoder is a standard Transformer decoder [15]
that is built on the self-attention mechanism. A word embedding
layer is applied before the Transformer decoder to convert the words
into vectors, which is initialized with the pre-trained Word2Vec
model [16] and kept frozen during training. The Transformer de-
coder consists of two identical blocks, each of which has a masked
self-attention layer, a cross-attention layer and a multi-layer percep-
tron (MLP) block. A linear layer with softmax activation is used
after the Transformer decoder to output a word probability over the
vocabulary.

Given an audio clip as input, the keywords estimation model
is used to get the top-k keywords, and then the audio encoder is
used to obtain the audio feature sequence. The top-k keywords are
further transformed to keywords embeddings through a pre-trained
word embedding layer, which is the same as that in the decoder.
The keywords embeddings are then concatenated with the audio
feature sequence, and fed into the decoder for word generation.
Here, k is set to five. The keywords estimation model is first pre-
trained as an audio tagging task and kept froze during the captioning
training process. Therefore, the estimated keywords remain fixed
for a particular audio clip throughout the whole training process for
captioning.

2.2. Keyword extraction

Keywords may convey the class information of the presented audio
events and objects making sounds in the input audio clips. Estimation
of keywords can be considered as an audio tagging task. Here we
apply a set of rules to the captions in the Clotho dataset to extract
keywords.

Each audio clip in the Clotho dataset [17] has five human-
annotated reference captions. For each audio clip, we first tokenize
its caption into words, and then tag the part-of-speech (POS) of each
word using the natural language toolkit (NLTK) [18]. If the word is
a noun, we then convert it into its lemma, and if the lemma is in the
vocabulary, we add the lemma into the list of potential keywords for
that audio clip. After processing all five captions for that audio clip,
the words occurring more than twice in the list of potential keywords

are finally selected as the keywords. Using the preceding rules, we
get a total of 456 keywords.

3. EXPERIMENTS

3.1. Dataset

All experiments are carried out on the official dataset of DCASE
Challenge 2022 Task 6a, Clotho v2 [17]. The published develop-
ment set includes three subsets, development-training, development-
validation, and development-testing, each of which contains 3839,
1045 and 1045 audio clips, respectively. In the captioning task of
the DCASE Challenge, all the data in the development set can be
used for training the final submitted models. We randomly select
100 audio clips as validation set for model selection and use the
remaining 5829 audio clips for training the final submitted models.

In this technical report, we present the results on the
development-testing set, where the models are trained and validated
on the development-training and development-validation sets, re-
spectively.

3.2. Data pre-processing

The texts within the captions in the dataset are first converted to
lower case with punctuation removed. The vocabulary has 4367
words including two special tokens “<sos>" and “<eos>" to
indicate the start and the end of each caption. The sampling rate
of the audio clips is 44.1 KHz. The acoustic features we used are
the log mel-spectrograms, which are extracted with a 1024-points
Hanning window with a hop size of 512-points.

3.3. Experimental setups

The keywords estimation model is trained for 20 epochs with a
learning rate of 1 x 10™*, and mean average precision (mAP) score
on the validation set is used to select the final model to avoid over-
fitting. For the training of the captioning model, the batch size is
set to 32. The training can be divided into two stages, i.e. a cross-
entropy training stage and a reinforcement learning training stage.
For the cross-entropy training, the model is trained for 30 epochs
and the learning rate is linearly increased to 1 x 10~* using warm-
up in the first 5 epochs, and decreased by a factor of 10 every 10
epochs after the warm-up. The model achieving the highest SPIDEr
[19] score on the validation set is then selected for fine-tuning using
reinforcement learning to optimize CIDEr, where the self-critical
sequence training (SCST) [20] method is employed and the model is
fine-tuned for 100 epochs with a constant learning rate of 5 x 1075,
In addition, SpecAugment [21] is applied throughout all the training
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Table 1: Results on the Clotho development-testing set. B1, B4, RG, ME, CD, SP and SD denote BLEU;, BLEU4, ROUGE,;, METEOR,

CIDEr, SPICE and SPIDET, respectively. Proposed: a single CNN-Transformer model with keyword guidance.

Cross-entropy training RL fine-tuning
Model B B4 RG ME CD SP SD B: B4 RG ME CD SP SD
Baseline | 55.5 156 364 164 358 109 233 - - - - - - -
Proposed | 57.3 16.7 382 17.7 409 123 266 | 66.7 180 40.1 183 475 127 30.

Table 2: Results of the ablation study of the effects of keywords on the CNN-Transformer captioning model. The models are trained with the

cross-entropy loss without fine-tuning using reinforcement learning.

Encoder Frozen | Keywords B B4 RG ME CD Sp SD
Yes No 56.1:{:0_08 15.8:[:0,37 37,6i0,26 17.]:{:0,17 38.6:‘:0,76 11.7:&0_12 25.1:&0_45
No No 56.7+0.81 1624021 38.1+0a7 1774005 399+062 1224017 26.140.39
Yes Yes 56.840.21 1634022 37.8+0.25 1744004 4041040 12.140.08 26.3+0.24
No Yes 5691020 1681012 3831008 17.5+014 40.64020 1211012 2644017

stages, and label smoothing [22] is used in the cross-entropy training
stage. A beam search with a beam size of 3 is used for decoding
during inference.

Four submissions are allowed in this task. The details of our
submissions are as follows:

e Submission 1: Single model without keywords guidance.
e Submission 2: Single model with keywords guidance.
e Submission 3: Ensemble of models without keywords guidance.

e Submission 4: Ensemble of models with keywords guidance.

3.4. Results

Table 1 shows the results of our proposed model (single model with
keyword guidance) on the development-testing set. It can be seen
clearly that the proposed model improves all the metrics especially
after the optimization of CIDEr using reinforcement learning.

We further investigated the effects of the keywords on our model.
We compared 4 training settings: (a) the CNN-Transformer model
without using keywords estimation and the audio encoder is frozen
during training, (b) the CNN-Transformer model without using key-
words estimation and the audio encoder is fine-tuned during training,
(c) the CNN-Transformer model with keywords estimation and the
audio encoder is frozen during training, (d) the CNN-Transformer
model with keywords and the audio encoder is fine-tuned during
training. Since the captioning models generally exhibit high vari-
ance [23], models for each setting are trained with three different
training seeds, and the mean and standard deviation of the metrics
are reported in Table 2.

When keywords are not applied, the results obtained with mod-
els trained with both audio encoder frozen and fine-tuned show larger
variance especially on the CIDEr metric, which indicates that the
keywords guidance can reduce the variance of captioning models.
When the audio encoder is frozen, the keywords guidance can sig-
nificantly improve the system performance, and the frozen models
even outperform the fine-tuned models trained without keywords
guidance. With keywords guidance, the fine-tuned model slightly
improve some metrics as compared with the frozen models.

4. CONCLUSION

This technical report briefly describes our system submitted to
DCASE 2022 Task 6a. We introduce a keyword estimation model to

improve the CNN-Transformer captioning model that we submitted
last year. The results show that keywords guidance can improve the
system performance especially when the encoder is frozen, and also
reduce the variance of the results when the model is trained with
different seeds.
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