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ABSTRACT 

This technical report describes an automatic audio captioning sys-
tem for task 6, Detection and Classification of Acoustic Scenes 
and Events (DCASE) 2022 Challenge. Based on an encoder-de-
coder architecture, the system is composed of convolutional neu-
ral network (CNN) encoder and transformer decoder. Instead of 
using pre-trained models only in audio modal, we try to introduce 
pretrained models in text modal as well. In addition, we consider 
using a data argumentation method with and without noise to im-
prove the data quality and thus improve the generalization and ro-
bustness of the model. The experimental results show that our sys-
tem can achieve the SPIDEr of 0.257 (official baseline: 0.233) on 
the Clotho evaluation set. 

Index Terms— Automated audio captioning, se-
quence-to-sequence model, data augmentation, cross-modal 
task 

1. INTRODUCTION 

Automatic audio captioning (AAC) is a multi-mode task that trans-
lates input audio into corresponding descriptions (i.e., captions) us-
ing natural language [1]. This task expects the caption to be as 
comprehensive as possible. Different from acoustic event detec-
tion (AED) and acoustic scene classification (ASC), AAC aims to 
describe general information, including the recognition of acoustic 
events, sound scene, foreground recognition, background recogni-
tion, and concepts of objects or environments [2]. AAC has posi-
tive effects on various applications, such as helping hearing-im-
paired people understand sounds in surrounding environments, an-
alyzing sound in smart cities for security monitoring and intelligent 
and content-oriented machine-to-machine interaction [3]. 

The encoder-decoder architecture with CNN-Transformer 
was shown to give excellent performance in the DCASE 2021 
challenge and thus is chosen as the baseline system in our Work 
[4]. The architecture in this report consists of an encoder and de-
coder, which is a sequence-to-sequence model. The encoder is 
formed by a 10-layer CNN [5], extracting audio features. The dec-       

 
oder is a 4-layer Transformer decoder, receiving the audio features 
extracted from audio modal by the encoder and the word embed-
dings extracted from text modal for language generation [6]. Train-
ing an end-to-end audio captioning system from scratch becomes 
more difficult when only a small amount of data is available. The 
pre-trained CNN layers are adopted from a CNN based neural net-
work for acoustic event tagging, which makes the latent variable 
resulted more efficient on generating captions. On the basis of us-
ing a pre-trained model, we adopt additional data argumentation 
methods and try different data enhancement methods to carry on 
the research. 

This report describes the methods we submitted to Subtask A, 
Task 6 of DCASE 2022 challenge. Our systems are based on a se-
quence-to-sequence framework, formed by a CNN encoder and a 
Transformer decoder, with additional improvements, including the 
use of data argumentation methods and different optimizers. 

The organization of this report is organized as follows: Sec-
tion2 describes the structure of our AAC system. Section 3 pre-
sents the details of experiments and results. Section 4 concludes 
our work. 

 
 

Figure 1: Architecture of the proposed model
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Table 2: Performance comparison on Clotho dataset. 
 

2. SYSTEM STRUCTURE 

In this section, we describe the architecture of our system, includ-
ing the CNN encoder and transformer decoder. 

2.1. CNN Encoder 

In order to get audio features, we choose CNN as the encoder. 
Large-Scale Pretrained Audio Neural Networks for Audio Pattern 
Recognition (PANNs) has been proved effective in extracting au-
dio features, so we applied the parameters provided by it to ini-
tializing the parameters of CNN.  

Due to the local feature extraction capability, CNN is applied 
to extract features of input audios. Besides, as presented in previ-
ous work, 10-layer CNN is more effective at preventing overfit-
ting compared to other deeper neural networks. Batch Normaliza-
tion was used to speed up the training of the model. The number 
of channels in each convolutional block is 64, 128, 256, 512, re-
spectively. 

2.2. Transformer Decoder 

For the decoder of the model, we select Transformer, which is 
good at handling various tasks in Natural Language Processing 
(NLP), to connect the audio features with word embeddings. We 
only used the decoder part of the Transformer.            

A standard Transformer structure consists of an encoder and 
a decoder. Our input is an audio feature, whose length is far more 
than a sentence, and the Transformer's encoder is not applicable. 
Therefore, our model only uses the decoder part of the Trans-
former to generate annotation statements for audio features. The 
decoder consists of 4 layers with 4 heads and the dimension of the 
hidden layer is 128. 

In the decoder-only Transformer’s second multi-head atten-
tion block, audio features construct a connection with word em-
beddings. By the way, the feature space of the audio mode and the 
feature space of the text mode are mapped. 

3. EXPERIMENTS AND RESULTS 

3.1. Data Pre-processing 

Our system works on the Clotho (v2) dataset from Task6 of 
DCASE2022. Clotho dataset consists of audio samples of 15 to 30 
seconds duration, each audio sample having five captions of 8 to 
20 words length. There is a total number of 6,972 audio samples 
in Clotho, with 34,860 captions. The dataset is divided into four  
splits: development, validation, evaluation, and testing. Our sys-
tem is trained by development set and validation set, and evaluat- 
ed on evaluation set. Finally, we submit the evaluation results on 
test set. 

 
Experiments use log-mel spectrograms as audio input feature, 

which comes from the raw audio signals with a sample rate of 
44.1kHz. We get 64 log-mel band spectral, using 1024 points 
Hamming window with 50% overlap. To unify the encoder di-
mensions, we pad the audio spectral to the max time sequence 
length with 0. All captions in the dataset are transformed to lower 
case with punctuation removed. Two special tokens “<sos>” and 
“<eos>” are used to pad the caption. 

3.2. Experimental Setup 

The whole model is trained with a batch size of 16. Warm-up is 
used in the first 5 epochs for the learning rate linearly increased 
from 0 to 0.001. The learning rate is decreased to 1/10 of itself 
every 5 epochs after the warm-up. To deal with over-fitting prob-
lems,dropout with rate of 0.2 is applied in the proposed model. 
Label smoothing is applied in all the experiments to improve the 
generalization ability of the model [7]. SpecAugment about data 
argumentation methods is used in two different making types, 
“zero-value” and “mixture” [8]. Zero-value, which directly masks 
consecutive time frames and frequency channels with zeros. Mix-
ture utilizes the time frames and frequency channels of other sam-
ples within the mini-batch for masking. These methods can be 
seen as introducing additional noises generated from the dataset, 
and guide the networks to be more discriminative for classifica-
tion. In “mixture”, we additionally add an extra gaussian noise. 
The Beam Search algorithm is to find the optimal solution in the 
relatively limited Search space with less cost, and the solution is 
close to the optimal solution in the whole Search space. It helps 
model achieve a better output. During the inference stage, a beam 
search with a beam size of 3 is used to improve the decoding per-
formance. 

We used two different optimizers for these four experiments. 
PANNs, PANNs-WE-Adam and PANNs-WE-Mixture-Noise   
were trained on the Adam optimizer. The AdamW optimizer was 
additionally tried in PANNs-WE-AdamW and all other settings 
are same as in PANNs-WE-Adam. 

3.3. Performance 

Our submission contains the following four models: 
• PANNs: In this model, audio modal adopts pre-training model 
PANNs. 
• PANNs-WE-Adam: In this model, text modal adopts pre-training 
model Word2vec, and all other settings are the same as the first 
model.  
• PANNs-WE-AdamW: In this model, we try a new optimizer 
AdamW, and all other settings are the same as the second model. 
• PANNs-WE-Mixture-Noise: The model adopts the data argu-
mentation, “mixture”, different from “zero-value” adopted in mod-
els above. It additionally adds an extra gaussian noise.  

Model BLUE1 BLUE2 BLUE3 BLUE4 ROUGEL METERO CIDEr SPICE SPIDEr 
Baseline 0.555 0.358 0.239 0.156 0.364 0.164 0.358 0.109 0.233 
PANNs 0.560 0.363 0.240 0.156 0.375 0.169 0.381 0.117 0.249 
PANNs-WE-Adam 0.562 0.361 0.240 0.156 0.377 0.171 0.384 0.118 0.251 
PANNs-WE-AdamW 0.567 0.363 0.240 0.155 0.380 0.174 0.386 0.121 0.253 
PANNs-WE-Mixture-Noise 0.568 0.367 0.245 0.161 0.383 0.175 0.395 0.119 0.257 
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   The performances of our submitted models are shown in Table 
1. As can be seen in Table 1, Our model shows better performance 
than official baseline, which also adopts audio modal pre-training. 
Just adding text modal pre-training does not provide a good opti-
mization effect. While in the system with reinforcement learning, 
add text modal pre-training can significantly improve the perfor-
mance [4]. It proves that simply adding text modal pre-training 
does not necessarily result in the same improvement as audio 
modal pre-training. We find that use AdamW as optimizer can 
achieve better performance than traditional Adam optimizer. In 
PANNs-WE-Mixture-Noise, we equip mixture with a gaussian 
noise and get achieve the SPIDEr of 0.257 (official baseline: 0.233) 
on the Clotho evaluation set. 

4. CONCLUSION 

This technical report primarily describes our system and the ap-
proach to Task 6, Subtask A in 2022. In addition to inheriting the 
pre-training methods from the previous two years of popular 
transfer learning, we have additionally improved the data argum- 
entation technique and tried to introduce noise into the data argu-
mentation to improve the generalization ability and robustness of 
the model. In addition, switching to the AdamW optimizer has 
improved performance in our experiments. In future work, we will 
try use other encoders or decoders structures and apply more ad-
vanced data argumentation methods into them. 
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