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ABSTRACT

In this technical report, we present our team’s submission for DCASE 2022 TASK1 which is the low complexity Acoustic Scene Classification (ASC). We gradually modernized a neural network architecture design starting from the baseline model and discover several key components that contribute to the performance. To meet constraints of the model complexity, the number of parameters and the number of MACs are considered while applying each designs. As a result, our model achieves 1.2593 log-loss and 54.03% accuracy on the development set, while having less than 114K of total parameters (including the zero-valued) and 30 million MACs.

Index Terms— acoustic scene classification, ConvNeXt, CNN

1. INTRODUCTION

Detection and Classification of Acoustic Scenes and Events (DCASE)[1] is an annual challenge for people interested in environmental sound classification and detection. We focus on TASK 1, the low complexity acoustic scene classification (ASC), which is the task of classifying a recording into one of the predefined ten acoustic scene classes such as airport, shopping mall, metro station, pedestrian street, public square, street traffic, tram, bus, metro and park. This is the same as the last year challenge, but it is different in that the length of data is 10sec to 1sec and data type of model weights is fixed into INT8 and maximum number of parameters (including zero-valued) and MACs is limited to respectively 128K and 30 million.

To find the neural network architecture to meet these constraints and demonstrate the best performance, we adopted a method of deriving the optimal structure by gradually changing the variable of model structure and all hyper-parameters affecting the performance inspired by [2]. Starting from the baseline system provided by the challenge, we first investigated acoustic features suitable for audio task and explored the various training procedures as well as augmentation methods. Based on these fixed investigated results, we changed the model architecture using ResNet Block[3] which is achieved successful result in the image field and inspected the combination of kernel size and stride used in stem cell layer related to the number of MACs. And then, we progressively modify the model architecture by using blocks such as ResNeXt[4] block and inverted bottleneck block[5] to be more modernized. We entirely probed the kernel size except the stem layer, several activation functions, and normalization methods to find out which method has a good impact on the performance. After that, we adopt the self attention based pooling layer widely used in speaker recognition field and separate downsample layer for adjusting feature map sizes.

<table>
<thead>
<tr>
<th>Designs</th>
<th>levels</th>
<th>num params</th>
<th>MMACs</th>
<th>Acc(%)</th>
<th>log-loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-</td>
<td>46,118</td>
<td>29,272</td>
<td>44</td>
<td>1.52</td>
</tr>
<tr>
<td>Stem</td>
<td>-</td>
<td>60,566</td>
<td>26,584</td>
<td>44</td>
<td>1.51</td>
</tr>
<tr>
<td>ResNet</td>
<td>-</td>
<td>78,582</td>
<td>29,821</td>
<td>47</td>
<td>1.46</td>
</tr>
<tr>
<td>ResNext</td>
<td>-</td>
<td>50,574</td>
<td>29,389</td>
<td>48</td>
<td>1.43</td>
</tr>
<tr>
<td>Inverted</td>
<td>-</td>
<td>33,715</td>
<td>28,854</td>
<td>48.9</td>
<td>1.3882</td>
</tr>
<tr>
<td>Kernel Size</td>
<td>3</td>
<td>30,210</td>
<td>26,391</td>
<td>48.46</td>
<td>1.3994</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>30,953</td>
<td>27,151</td>
<td>48.92</td>
<td>1.3816</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>33,280</td>
<td>29,466</td>
<td>47.87</td>
<td>1.4239</td>
</tr>
<tr>
<td>Activation</td>
<td>GELU</td>
<td>30,953</td>
<td>27,151</td>
<td>50.57</td>
<td>1.3451</td>
</tr>
<tr>
<td></td>
<td>Swish</td>
<td>30,953</td>
<td>27,151</td>
<td>52.18</td>
<td>1.3362</td>
</tr>
<tr>
<td>Few activations</td>
<td>-</td>
<td>30,953</td>
<td>27,151</td>
<td>53.91</td>
<td>1.2841</td>
</tr>
<tr>
<td>SAP</td>
<td>-</td>
<td>113,318</td>
<td>29,481</td>
<td>54.03</td>
<td>1.2593</td>
</tr>
<tr>
<td>s.d conv</td>
<td>-</td>
<td>113,438</td>
<td>29,481</td>
<td>54.03</td>
<td>1.2593</td>
</tr>
</tbody>
</table>

Table 1: Performance improvements for each network model design applications. Bold texted on log-loss refers to the design adopted at each stage.

The rest of the report is organized as follows. In section 2, the proposed method and the detailed experimental environment are explained. Submitted systems and conclusion are included in section 3 and 4 respectively.

2. METHOD

In this section, we provide a roadmap from the baseline model to the proposed method. As [2], we gradually applied a series of model architecture designs with the baseline model as the starting point. The applied design is adopted if there is an improvement in log loss. The number of primary channels is adjusted to meet the task limit of model complexity according to the number of MACs and parameters.

2.1. Acoustic Features and Training Procedures

Input acoustic features and training procedures affect the ultimate performance of neural networks. Therefore, both of input acoustic features and training procedures are fixed to measure only performance improvements by the network architecture designs. For the training techniques, we trained each designed network architecture for 30 epochs using AdamW optimizer [6] with mini-batch size to 32, momentum to 0.9, weight decay to 0.001, learning rate linearly increasing 0 to 0.003 for five warm-up epochs [7] before applying cosine annealing learning rate schedule [8]. We also used Specaugment [9] with two temporal masks and two frequency masks with 2 and 8 mask parameters, respectively. Dropout rate is set to 0.3. The official development set [1] and train/test setup are used for all experiments. The train split consists of 139,970 segments from all
real devices and three simulated devices (S1-S3) while the test split consists of 29,680 segments from all devices.

According to our investigation, log Mel spectrograms are most commonly used acoustic features for the ASC task. Thus, the log Mel spectrograms are used for the input features. Plus, We did downsampling by 22kHz and used 80-dimensional log Mel spectrograms with a 40ms window length and a 20ms hop length. When training the baseline model architecture, we found that this settings performed best while satisfying the constraints. In this setup, there was an improvement in log-loss from 1.53 to 1.52.

2.2. ResNet Block

According to our survey, many participants proposed ResNet-based neural network designs [3] and ranked high in previous competitions of the ASC. We replaced last two convolution layers of the baseline model with two ResNet blocks. With the modification, there was an improvement in log-loss from 1.52 to 1.51 so using ResNet block is selected.

2.3. Stem Cell

The resolution size is closely correlated to the number of MACs. In general, the first convolution layer is related to actively downsampling the input with an appropriate feature map size. Therefore, we tried to find the best combination of the kernel size and stride of the stem cell. Experiments were conducted on the groups of three, four and five kernel sizes and on the candidate groups of one, two and three strides for each height and width. As the result, the combination of five kernel sizes, one wide stride, and two high strides is chosen because it achieves a 1.46 log-loss which is better than the previous step.

2.4. ResNeXt

ResNeXt [4] block have advantages of using grouped convolutions to balance between performance and model complexity. As [2], we also adopted depth-wise convolution layer [10] with same number of its input channels and groups. It achieves 1.43 log-loss by replacing ResNet blocks with ResNeXt blocks.

2.5. Inverted Bottleneck

Here we also explore the inverted bottleneck [5]. Unlike conventional bottleneck block of gradually decreasing the number of filters, the inverted bottleneck increases the number of filters in the middle layer. In order to find an appropriate expansion ratio, the experiments were conducted by adjusting the expansion ratio from 1.5 to 4. As the result, when the expansion ratio was set to 2, it showed the best performance at 1.39 log-loss.

2.6. Kernel Sizes

We experiment with the kernel sizes including 3, 5 and 7. As a result, kernel size 5 gets the best score at 1.38 log-loss than others.

2.7. Activation Functions

Here we explore the activation functions including ReLU [11], PReLU [12] with the alpha to 0.2, GELU [13] and Swish [14] activation functions. In comparison, Swish achieves 1.345 log-loss, showing the best score compared to other functions. Plus, we also explore the number of activation functions used in the bottleneck blocks. As a result of experimenting with removing the activation functions of each convolution layer in the block one by one, when the first and last activation functions were removed, there was an improvement by achieving 1.3362 log-loss.

2.8. Normalizations

Kim et al [15] proposed a novel normalization technique called ResNorm and showed significant improvements of performance on the ASC task. Inspired by this, we experiment with the normalization techniques including batch normalization [16], layer normalization [17], ResNorm [15] and FreqIN [18]. As a result of the experiment, ResNorm achieved 1.32 log-loss, showing the best performance among them. Experiments were conducted to reduce the number of normalization functions, but there was no performance improvement.

It shows how the block was designed up to this point. Figure 1. illustrates the block design we propose.

2.9. Pooling Layer

Since the size of the time axis is variable, it is common to fix the its length by pooling the feature map by the time axis and use it as input of linear layers to make decisions. The baseline model uses the global average pooling (GAP) [19] by the time axis. Instead of GAP, we conducted an experiment with using the self attentive pooling (SAP) [20]. Plus, a grouped convolution is adopted to SAP with same number of its input channels and groups. Using the SAP, the log-loss improved from 1.32 to 1.2841.

2.10. Separate Downsample Layer

The separate downsample layer is adopted to adjust the feature map sizes in [2], instead of pooling layers. Likewise, we conducted an experiments with adopting the seperate downsample layer. However, unlike [2], The batch normalization was performed instead of the layer normalization before convolution layer performed. The separate downsample layer leads an improvement of the log-loss to 1.259.

Lastly, Figure 2. illustrate overall architecture of the proposed model, where \( k \) indicates kernel sizes, \( C \) indicates the number of channels, \( E \) indicates the expansion rate of the block.
3. SUBMITTED SYSTEMS

For the submissions, we retrained the proposed neural network design with same procedures as experiments but the train/test data setup and the number of epochs. Since, a part of audio streams recorded by three simulated devices (S4-S6) are not included in the official data split fold, we added them into the database for training. To meet the task constraints that the weights of the network should be INT8 data type, the model is extra-trained with quantization-aware training (QAT) [21] with SGD optimizer for ten epochs.

4. CONCLUSION

In this work, we propose a novel neural network architecture for ASC gradually modernized as its performance improved while satisfying the constraints of model complexity, model containing less than 128k of total parameters (including zero-valued) and less than 30 million MACs. Quantization-Aware training is also adopted to meet the constraint that the weights of the submitted neural network should be fixed in INT8. Our model achieves 1.2593 log-loss and 54.03% accuracy improving 17% and 22.8% over the baseline work should be fixed in INT8. Our model achieves 1.2593 log-loss and 54.03% accuracy improving 17% and 22.8% over the baseline.
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