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Abstract

In this technical report, we present our sub-
mitted system for DCASE 2022 Task4: Sound
Event Detection in Domestic Environments .
There are two main aspects we considered to
improve the performance of the official base-
line system: (1) use of external datasets (2)
designing a novel model SKATTN. Our newly
proposed SKATNN model combines Selective
Kernel Network (SKNet) with the self-attention
blocks from the Transformer model. Moti-
vated from the SKNet’s successful applications
in Computer Vision and Audio domains, we
adopted SKNet as a feature extractor for pro-
cessing the input mel-spectrogram. We used
self-attention blocks to process the spectro-
temporal features since they are flexible in
modeling short and long-range dependencies
while being less susceptible to vanishing gradi-
ents which commonly occur in RNNs. Experi-
ments on DCASE2022 task 4 validation dataset
demonstrate that our system achieves PSDS1 +
PSDS2 = 1.372 on the validation dataset, out-
performing 0.872 of the baseline system.

1 Introduction

Compared to the last year’s challenge, DCASE
2022 Task 4 focuses on the polyphonic sound event
detection in domestic environments and the im-
pact of incorporating external data into the devel-
opment set. The sound separation track was discon-
tinued, and the allowed external datasets include
SINS (Aho and Ullman, 2017), AudioSet (Gem-
meke et al., 2017), FSD50K (Fonseca et al., 2020),
MUSAN (Snyder et al., 2015), and ImageNet (Rus-
sakovsky et al., 2015). Since internal and exter-
nal datasets are consisted of different label types
(strong label, weak label, and no label) and drawn
from various distributions, the resulting dataset is
highly heterogenous.

In the previous series of DCASE task 4,
CRNN and the mean-teacher model (Tarvainen and
Valpola, 2017) have been popular choices among

some top-ranked systems for sound event detection
and self-supervised learning approach, respectively.
In addition, diverse data augmentation strategies
were employed for the generalization ability of the
systems. According to the result of (Zheng et al.,
2021) in DCASE 2021 Task 4, applying selective
kernel units (Li et al., 2019) improved the localiza-
tion ability of the CRNN and PSDS score in both
scenarios 1 and 2 significantly.

In this technical report, we propose a SED sys-
tem based on our novel SKATTN model trained un-
der mean-teacher semi-supervsed training scheme
with use of external datasets: AudioSet, SINS,
FSD50K. Our newly proposed SKATTN model
consists of a SK network as a feature extractor back-
bone and self-attention block (Vaswani et al., 2017)
to handle spectro-temporal features. The mean-
teacher model was trained using a strongly-labeled
internal dataset. Then the trained mean-teacher
model predicts pseudo labels for weakly-labeled
and un-labeled datasets for the self-training of the
student model.

2 Proposed Method

In this section, we introduce our proposed method.
Our method consists of following components (1)
our novel SKATTN model (2) use of the external
datasets: SINS (Aho and Ullman, 2017), AudioSet
(Gemmeke et al., 2017), FSD50K (Fonseca et al.,
2020) (3) the Mean-teacher training scheme.

2.1 SKATTN
2.1.1 SKNet as a feature extractor
Our SKNet consists of 7 SK layers. Each SK layer
consists of SK Unit, dropout (with p = 0.3) and
a 2D Average Pooling layer. To be specific, each
SK Unit is composed of a SK Convolution layer
with a residual connection and GeLU activation
function. In SK Convolution layer, we have two
3x3 Convolution layers stacked in parallel (one
with dilation=1 and the other with dilation=2).



In the first two SK layers, we set their 2D Av-
erage Pooling’s stride along the temporal axis to
2. Thus, the first two SK layers downsamples the
mel-spectrogram temporal resolution by 1/4.

The output channel dimensions of each SK layer
are as follows: (16, 32, 64, 128, 128, 128, 128).

2.1.2 Self-attention layers
To handle spectro-temporal feature outputted by
our SKNet feature extractor, we use stack of two
self-attention layers. Each self-attention layer
(Vaswani et al., 2017) consists of 4 multi-heads
with hidden feature dimension of 128 (to be con-
sistent with the SKNet’s output). In addition, we
add position embeddings element-wise to the first
self-attention layer’s output to encode the tempo-
ral information. The output of the self-attention
layers are then fed into dropout layer (p = 0.3)
followed by a fully connected feed forward layer
which returns predicted class logits for each tem-
poral frame.

2.2 External Datasets

To train our model, we use three external datasets:
SINS (Aho and Ullman, 2017), AudioSet (Gem-
meke et al., 2017), FSD50K (Fonseca et al., 2020)
alongside the internal datasets provided by the com-
petition hosts. One challenge in utilizing the ex-
ternal datasets was that the the class labels of the
external datasets (external class labels) do not ex-
actly match with the class labels of the internal
datasets (internal class labels). Thus, we identified
external class labels that are similar or that belong
to an identical category as the internal class labels,
see Figure 1. For example, ‘cooking’ label from
the SINS dataset is mapped to ‘Frying’ label from
the internal dataset. Hence, the external class label
are re-assigned to its corresponding internal class
label. In this way, we could train our model on
the external datasets without resorting to having
a separate classifier head for each task. Training
with the external datasets improved our SKATTN
model’s performance on sum of PSDS (Bilen et al.,
2019) scores (PSDS1 + PSDS2) from 0.83 to 1.37.

2.3 Mean-Teacher scheme

Lastly, we used baseline system’s mean-teacher
self-supervised training scheme (Tarvainen and
Valpola, 2017) to train our model on the unlabelled
dataset. We have tuned the hyperparameter of the
ema factor, considering ema factor of [0.9, 0.99,
0.999]. We found that optimal ema factor to be 0.99

Figure 1: Mapping of the class labels of the external
datasets to the class labels of the internal datasets.

since 0.9 was too small for the teacher network to
‘catch up’ with the student network while 0.999
led to noisy pseudo label which led to unstable
training.

2.4 References
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