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ABSTRACT 

In this report, we developed a deep neural network (DNN) 

that can perform the deep clustering for the embedding vectors of 

machine sounds. The time-dilated convolutional neural network 

(TDCN) with attention mechanism was exploited to extract im-

portant features related to the time sequence. In addition, fre-

quency masking is applied to the non-target sections of the ma-

chine sound to further increase the data size of the outliers. The 

results show that by applying the data augmentation to the outliers, 

the AUC performance can be improved. Furthermore, the deep 

clustering is able to contrastively attract and separate the machine 

sounds with unbalanced domain.  

 

Index Terms— Time-dilated convolutional network, atten-

tion mechanism, frequency masking, deep clustering 

1. INTRODUCTION 

DCASE task 2 [1] aims to perform the anomalous sound detection 

(ASD) under the unsupervised scenario.  That is, the normal sound 

is the only available data. Like the DCASE2021 challenge task 2, 

the domain shift problem is also considered in this year. In 

DCASE2021, several methods of the self-supervised classifier [2-

5] were used to deal with the domain-shifted ASD. However, we 

found that most of methods do not effectively improve the perfor-

mance of the target domain where the data is extremely few in the 

training set.  In our submission, we rearrange the classifier-based 

network to the clustering-based architecture where the embedding 

vectors of machine sounds in different sections is generated and 

clustered in an end-to-end scheme. For the generation of the em-

bedding vectors, TDCN [6] with attention mechanism [7] is used 

to extract the important features according to the contextual rela-

tions of the machine sounds. In order to improve the domain gen-

eralization, the deep clustering (DC) loss [8] is utilized to attract 

the data of source and target domain within a specific section and 

separate those not in the same sections. Furthermore, frequency 

masking [9] is applied to the outliers in the training set to increase 

the data size.  

2. NETWORK ARCHITECTURE  

The DNN utilized for deep clustering is shown in figure 1. The 

architecture consists of the time-dilated convolutional network 

(TDCN) and the attention-based structure. The TDCN is con-

structed based on multiple 1-D convolution blocks where the de-

tailed structure is illustrated on the left in figure 1. The repeated 

convolutional block can further extend the receptive field of the 

feature extraction. Then, the attention mechanism with trans-

former structure is applied to attain the important fractions of the 

sound features. After that, the statistical pooling is employed to 

obtain the mean and variance along the time sequence. Finally, 

the embedding vectors of different sections can be extracted 

through the linear layers. The important hyper-parameters are 

summarized in Table 1 and 2. 

 

Table 1. Hyper-parameters applied in the TDCN 

 

Symbol Parameter Description 

M 128 Log-mel bins 

B 64 Channels in bottleneck 

H 128 Channels in convolutional blocks 

P 3 Kernel size in convolutional blocks 

D 6 Convolutional blocks in each repeat 

R 3 Number of repeats 

 

Table 2. Hyper-parameters applied in the attention mechanism 

with transformer structure 

 

Symbol Parameter Description 

q 32 Query in attention 

k 32 Key in attention 

v 32 Value in attention 

h 1024 Hidden layers in Feed Forward 

 

In the transformer structure, only 1 layer and 1 head are applied 

and the dimension of the embedding vector N is selected to be 64. 

 

3. LOSS FUNCTION 

The training objective is to minimize the DC loss [8] that is de-

fined as  
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in which Ŷ is constituted with the embedding vectors ŷ, Y is con-

structed by the one-hot vectors corresponding to the section IDs, 
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and ||˙||F represents the Frobenius norm. The DC loss performs 

inner-product to every embedding vector making the in-class data 

attract together and out-class data separate apart. In doing so, the 

clustered vectors of the source and target domain can be generated 

with similar features. The following anomaly score is defined to 

calculate the state of the machine sound: 

Anomaly score 1
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where the  yc is the centroid vector of the target section ID that is 

calculated based on the training set, and yi is the output embedding 

vector of the testing data. In order to make sure the result of 0 rep-

resents normal state and 1 stands for anomalous state, the activa-

tion function of the final layer is set to be ReLU. 

4.  DATASETS  

We only use the development set of DCASE2022 task2. [10, 11] 

The sampling rate of the input audio is 16 kHz. 10-second audio 

file is firstly performed with 512 points short-time Fourier trans-

form (STFT). Then, the log-Mel spectrogram with 128 bins is ap-

plied to reduce the dimension of the feature. To increase the vari-

ety of the outlier samples, the mel features of the non-target sec-

tion are applied with frequency masking, while the data in the tar-

get section remains the same. 

5. SUMMARY OF RESULTS 

The evaluation of the ASD is based on area under curve (AUC). 

In Table 1, the result of the Toy Car is shown to demonstrate the 

efficacy of applying the frequency masking. The AUC perfor-

mance is improved the section ID0 and ID1. As a result, the overall 

AUC score for Toy Car is improved by 10 percent. 

 

Table 3. AUC score (%) of ToyCar  in the development set 

 

Data 

augmentation 

ID0 

AUC 

ID1 

AUC 

ID2 

AUC 

Ave.  

AUC 

Ave. 

pAUC 

w/o masking 62.02 71.94 82.24 72.06 57.50 

w masking 66.42 85.72 82.82 78.32 67.17 

Table 4. Harmonic mean of the AUC score (%) for every machine 

type in the development set 
 ToyCar ToyTrain Fan gearbox bearing slider valve 

Source 

h-mean 

AUC 

78.96 75.20 78.40 89.56 76.52 97.34 87.74 

Target 

h-mean 

AUC 

77.83 53.99 63..04 76.25 74.73 82.39 89.38 

h-mean 

AUC 
78.54 64.91 71.19 83.38 75.84 90.25 88.66 

h-mean 

pAUC 
61.23 55.08 61.33 65.22 65.16 76.54 79.05 

 

The AUC scores for each machine type are summarized in Table 

4. The result reveals that the data samples in target domain can 

achieve comparable performance with those in source domain for 

the cases of Toy Car, bearing and valve. For the other machine 

types, although the performance gap between source and target do-

main is around 15 to 20 percent, the overall results for the AUC 

and pAUC score is still good compared to the baseline models [12]. 

6. CONCLUSIONS 

In this report, we have presented a clustering-based neural 

network that generate the embedding vectors for the ASD with 

unbalanced domain data. The DC loss was applied to attract the 

in-class data including the source and target domain, while the 

out-class data would be further separated apart from the required 

section. In addition, frequency masking was applied to the non-

target sections of the machine sound to further increase the data 

size of the outliers. The results show that the frequency masking 

is effective and the proposed framework can improve the gener-

alization of the unbalanced data domain. 
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