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ABSTRACT
This report describes submitted systems for sound event localization
and detection (SELD) task of DCASE 2022, which are implemented
as multi-task learning. Soft parameters sharing convolutional re-
current neural network (CRNN) with Split attention (SA), convo-
lutional block attention module (CBAM) and coordinate attention
(CA) are trained and ensembled to solve the SELD task. To gener-
alize models, angle noise and mini-batch time-frequency noise are
introduced, and mini-batch mixup, FOA rotation, frequency shift,
random cutout and SpecAugment are adopted. Proposed systems
have a better performance than the baseline system on the develop-
ment dataset.

Index Terms— Sound event localization and detection, CRNN,
attention mechanism, model ensemble, data augmentation

1. INTRODUCTION

The SELD task in DCASE2022 is desired to detect events’ classes
and their directions in the polyphony and reverberation scenarios.
Comparing to DCASE 2021 Task 4, real recordings are added,
which makes the events’ time-frequency features and rebervation
more variable. In order to capture the category and direction infor-
mation of sound events in the noise and reverbreration enviroment,
SA[1], CBAM[2], CA[3] are adopted in networks. To combat noise
and interference, angle noise using Rodrigues’ rotating changes the
events’ direction label in a contiguous event, and in a mini-batch,
one’s random time and frequency clips are added to another by mul-
tiplying a factor. Inspired by Yin Cao[4], CNN encoders with soft
parameters sharing (soft-PS) are built. And the decoders are bidi-
rectional GRU (Bi-GRU) and fully connected (FC) layers. Fig. 1.
shows the network framework in this report.

2. ATTENTION BASED SELD SYSTEM

In this section, features, data augmentation, and attention (SA,
CBAM and CA) based SELD CRNN models are described.

2.1. Features

In this report, only FOA recording format is used to train the mod-
els. Training clips are extracted to frame-wise log-mel spectrograms
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Figure 1: Soft parameters sharing network frameworks

(Log-mels) and intensity vectors (IV s)[5]. STFT is computed
firstly. Then, for the Log −mels,

Log-mels = mel w •

 20log(∥(stft spectW ∥)
20log(∥(stft spectY ∥)
20log(∥(stft spectZ∥)
20log(∥(stft spectX∥)

 , (1)

where mel w is mel filter banks’ weights, and W,Y,Z and X are
channel indexes of FOA recording format, and • denotes dot prod-
uct.

For the IV s, IVre is firstly computed as

IVre =

 Re(stft spect∗W ◦ stft spectY ) ◦ ∥stft spectW ∥
Re(stft spect∗W ◦ stft spectZ) ◦ ∥stft spectW ∥
Re(stft spect∗W ◦ stft spectX) ◦ ∥stft spectW ∥

 ,

(2)
and ◦ denotes Hadamard product. To normalize the IVre, the
norm term is computed as

norm term =
√

IVre(Y )2 + IVre(X)2 + IVre(Z)2 (3)

At last, IV s can be expressed as

IV s = mel w • (IVre ⊘ norm term), (4)

where ⊘ denotes element-wise division. For the SED branch of
networks, only Log-mels are used as input features. For the DOA
branch of networs Log-mels and IV s are concatenated to be the
input features.
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2.2. Data augmentation

Mini-batch mixup[9], angle noise, mini-batch time-frequency
noise, FOA rotation[6], random cutout[7] and SpecAugment[8] are
implemented to generalize the model. The indexes random per-
muted features add features with original indexes. If the same
class exists for two segments, the addition operation will not be
performed.

For angle noise, Rodrigues’ rotating is applied in a contiguous
event to change its DOA label,

vrot = vcosθ + (u⊗ v)sinθ + u(u • v)(1− cosθ), (5)

where v is the original DOA label represented by Cartesian coor-
dinates, ⊗ denotes Kronecker product, u is a random unit vector,
and θ is the angle to be rotated, which is uniformly distributed in
[−6◦, 6◦].

To bring extra reverberation and noise to the training data, time-
frequency noise is applied in a mini-batch. The indexes of fea-
tures are randomly permuted. Two time cutouts and tow frequency
cutouts from indexes permuted features multiplied by a factor are
added to original indexes features, and the factor is uniform dis-
tributed in [0.05, 0.1].

For FOA rotation, Swap(X,Z) and Swap(Y,Z) are added
compared to FOA rotation in [6].

2.3. Network architectures

Networks in this report adopt CRNN architecture in [5]. ResNet22
in PANNs[10] and soft-PS[4] are referenced to build the CNN en-
coder. There are two branches in the network, one for predicting
SED, another for estimating DOA .

The network architecture is shown in Fig. 2. Input and out-
put shapes of modules in the network are shown in square brackets.
The shape of the network input features is [B, C, T, F]. C is the num-
ber of channel for input features, 4 for SED branch and 7 for DOA
branch. B, T, F are batch size, frame length and mel bins, respec-
tively. The Stem Block is two 2D convolution layers followed by a
2×2 average pooling layer. There are 4 Residual Blocks in the net-
work. Strides for Residual Block 1 to 4 are 1, 2, 2, 1, respectively.
After Residual Block 1, an 1×2 average pooling layer is appended
to decrease computation. Soft-PS is applied at the outputs of Stem
Block and Residual Block 1 to 3.

In Bi-GRU, input size and hidden size are 512. After FC lay-
ers, SED and DOA predictions are outputted. The SED predictions
bigger than a threshold indicates the event is activate. The DOA
predictions are counted under the activate events segement.

To capture time-frequency information efficiently, SA, CBAM
and CA are added to Residual Blocks. For SA Residual Block,
SplAtConv2d1 is applied. Cardinals and splits of SplAtConv2d in
this report are set to 1 and 2, respectively. The SA Residual Block
is shown in Fig. 3(a). CBAM Residual Block is shown in Fig. 3(b).
Ratio is set as 8 in channel attention, and kernel size is set as 7
in spatial attention. For the CA Residual Block, the CoordAtt2 is
applied as shown in Fig. 3(c).

3. EXPERIMENT

In this section, dataset of DCASE 2022 Task 3 are firstly described.
Then, hyperparameters and training procedure in this report are de-

1https://github.com/zhanghang1989/ResNeSt
2https://github.com/Andrew-Qibin/CoordAttention/
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Figure 2: Network architecture

tailed. Finally, the performance on the test set is presented.

3.1. Dataset

In the dataset of DCASE 2022 Task 3, both synthetic and real
recordings are available for development, and performance of the
system is tested on the real recordings. 1200 audios with 60sec du-
ration are available in the synthetic set. The duration of real record-
ings ranges from 30sec to 6min. There are 67 and 54 real recordings
in the training set and test set, respectively. And there are 13 target
sound event classes. The results in this report are tested on test set,
and all of the development set are used to train models.

3.2. Hyperparameters and training procedure

In the baseline system3, the recordings are segmented by 5sec with-
out overlap. To increase training materials, recordings are seg-
mented by 1sec and their features are extracted. When training the
models, the input features are obtained by concatenating 8 adjacent
1sec segments. The hop length is 2sec for synthetic recordings, and
1sec for real recordings. Sample rate, hop length, window length,
FFT points, window type and mel bins for input features are 24kHz,
300 samples, 512 samples, 512 samples, Hann window, 128 bins,
respectively. Adam optimizer is applied to train SED and DOA
branch. Models are trained for 60 epoches. In 1st epoch, learing
rate increases from 1e−6 to 1e−3 . From 2nd epoch to 40th epoch,
it decreases from 1e−3 to 1e−5. And it holds on 1e−5 over last

3https://github.com/sharathadavanne/seld-dcase2022
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Table 1: Performances of attention based models on test split

System ER≤20◦ F≤20◦ (micro) F≤20◦ (macro) LECD LRCD

Bseline 0.71 36% 21% 29.3◦ 46%
SA-based CRNN 0.44 66% 58% 12.9◦ 68%
CBAM-based CRNN 0.47 64% 52% 14.4◦ 64%
CA-based CRNN 0.46 65% 55% 14.0◦ 66%
Attention-based CRNN 0.46 66% 56% 13.7◦ 67%
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Figure 3: Attention based Residual Block

ten epoches. Models are averaged from checkpoints over last ten
epoches. Focal BCE Loss and MSE loss weighted by 0.3 and 0.7
are used to train SED branch and DOA branch. Activation and ab-
sence of events are binarized with a threshold of 0.3.

3.3. Inference procedure and metrics

During inference, recordings are cut into 1sec segments. Similar to
training stage, window length and hop length of input features are
8sec and 2sec. Then, predictions of overlapping slices are averaged.

The metrics of ER and F for SED are proposed in [11]. The
metrics in this report are ER≤20◦ , F≤20◦ , LECD and LRCD ,
which are introduced in [12]. All metrics are computed in 1sec
intervals without overlap.

3.4. Results

The results of ensemble of attention based models are shown in
table1. The performance of proposed systems are better than the
baseline model.

In Table 1, the SA-based CRNN is ensembled by 8 models. The
CBAM-based CRNN is ensembled by 7 models. The CA-based
CRNN is ensembled by 8 models. And for Attention-based CRNN,
it is ensembled by 3 models from SA-based CRNN, 3 models from
CBAM-based CRNN, and 3 models from CA-based CRNN. The
rank of their performance is SA-based CRNN >Attention-based
CRNN >CA-based CRNN >CBAM-based CRNN.

4. CONCLUSION

In this report, SA-based, CBAM-based and CA-based CRNN are
applied to solve SELD. Angle noise and mini-batch time-frequency
noise are introduced to generalize models. SA-based CRNN
achieves the best results in our network framework.
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