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ABSTRACT
In this technical report, we describe our proposed system for
DCASE task1: Low-Complexity Acoustic Scene Classification.
First, To obtain better performance than Baseline, we choose
ResNet as basic model, and add several self-attention blocks in-
cluding CBAM and MHSA to get more fine-grained features and
temporal features respectively from spectrogram. In order to pay at-
tention to detailed information, add the CBAM block between two
convolution layers in the ResNet block. The MHSA aims to get
temporal context relationships in the spectrum. Another require-
ment of this task is Low-Complexity, thus, the regular convolution
module is replaced by the depthwise separable convolution mod-
ule in the proposed model. During experiments, we use FMix as
data augmentation to improve generalization. Moreover, we use a
hard-task training strategy in training process.

Index Terms— ResNet, depthwise separable convolution,
CBAM, MHSA, hard-task training

1. INTRODUCTION

The goal of DCASE 2023 Task1[1] is to realize acoustic scene clas-
sify accurately with a low complexity model. In order to reach
this goal, we divide this task into two phase. First, design a net-
work based on variants of convolutional neural networks(CNN),
which has a great performance on acoustic scene classification. As a
kind of efficient CNN models ResNet[2] exploit shortcut connection
eliminate the degradation problems in deep CNN, thus we choose
ResNet as our convolutional block. Although CNN is widely used
in computer vision task, but it lack ability of dealing with temporal
task. Base on this problem, we regard CRNN[3] as our main net-
work structure. Most deep learning works[4, 5] relative to acoustic
are base on CRNN structure. To make network framework more ef-
ficient we added two attention block to improve performence. One
is Convolutional Block Attention Module (CBAM)[6] which was
proposed by Sanghyun Woo etc. , used to obtain fine-grained fea-
tures. Another is Multi Head Self Attention (MHSA) [7] , which
is key components of transformer. Second, we try to compress
model by replace tradition CNN with depthwise separable con-
volution (DSC) [8] , which is widely used in MobileNet[9, 10]
and SqueezeNet[11] and other light network structure. To ver-
ify the model performance, we conducted a series of experiments.

The contributions of this technical report are organized as follows:
Chapter 2 describes the details of proposed algorithm framework.
Chapter 3 describes the experiments and analysis results. Chapter 4
draws the conclusion.

2. PROPOSED METHOD

2.1. Datasets

The development dataset for DCASE 2023 challenge task1 is TAU
Urban Acoustic Scenes 2022 Mobile development dataset[12]. The
development set contains 230350 audio segments from 10 acous-
tic scenes: ”airport”,”bus”,”metro”,”metro station”,”park”,”public
square”,”shopping mall”,”street pedestrian”,”street traffic” and
”tram”. Duration of each segment is 1 second, in order to com-
ply with the inference time and computational limitations imposed
by the considered target devices.

2.2. Preprocessing

The input features are extracted from the audio signals using a Short
Time Fourier Transformation (STFT) with fft size of 4096 and an
overlap of 50 %. We apply a Mel-scaled filter bank to end up
with 256 frequency bins. We try two data augmentation methods
in our system: FMix [13] and mixup [14]. In mixing augmentation
method, the data and labels are mixed to generate new training data.
Experiment shows that FMix works better than mixup in this task.

2.3. Network architecture

We propose two networks based on ResNet module . The regular
convolution module is replaced by the deep separable convolution
(DSC) module in the ResNet module. Using the deep separable
convolution module significantly reduces the number of parameters.

Two self-attention blocks including Convolutional Block Atten-
tion Module (CBAM) and Multi-head Self-Attention (MHSA) are
used in our networks. These two self-attention blocks achieve sig-
nificant performance in computer version (CV).

In the first network, we only use ResNet module and MHSA
attention block. And in the second network, we use ResNet mod-
ule with both MHSA and CBAM attention block.The details of
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Figure 1: CA-ResBlock. We put CBAM attention between two
DSC layers. DSC denotes the deep separable convolution.

Figure 2: The whole construction of our network.

ResNet module with CBAM can be found in Figure 1.We call it CA-
ResBlock(Compressed Attention ResBlock). In baseline network,
only max pooling is used. We use average pooling and max pool-
ing instead. The whole construction of our network can be found in
Figure 2.

2.4. Training strategy

In this task, we use a hard-task training strategy.That means we val-
idate each five epochs, and sort the accuracy of ten scenes from
lowest to highest. Retrain the first three scenes at the same time as
normal training.

3. EXPERIMENTS

3.1. Experimental setup

We evaluated our proposed network on the development dataset.
Each network is trained for 120 epochs (hard-task training for three
bad scenes occupies 20 epochs, while 100 epochs are training for
all scenes). The sampling frequency is set to 44.1kHz, which is
the same as baseline. Our batch size is 64. The input is 25 frames
and 256 mel bins. We use Adam[15] with a weight decay of 0.05

and a learning rate schedule of 0.001. Cross-entropy loss function
is used during the training process. We find using FMix has better
performance than mixup, so the results are experiments with FMix.

3.2. Results

We named the network using ResNet module and both MHSA and
CBAM attention as ”ours 1”, and the network only using ResNet
module and MHSA attention as ”ours 2”. Table 1 shows the ac-
curacy with the development set for proposed networks. Table 2
shows the loss with the development set for proposed networks. Ta-
ble 3 shows the accuracy for different devices. Table 4 shows the
parameters and MMACs of our model and baseline.

Table 1: Accuracy of our model and Baseline for different scenes

Scene baseline ours 1 ours 2

airport 39.4% 42.6% 43.6%
bus 29.3% 54.4% 61.6%

metro 47.9% 48.4% 48.9%
metro station 36.0% 51.9% 40.2%

park 58.9% 67.4% 69.4%
public square 20.8% 28.4% 27.2%
shopping mall 51.4% 63.1% 59.0%

street pedestrian 30.1% 26.5% 23.5%
street traffic 70.6% 75.0% 78.2%

tram 44.6% 50.7% 53.7%
overall 42.9% 50.8% 50.5%

Table 2: Logloss of our model and Baseline for different scenes

Scene baseline ours 1 ours 2

airport 1.534 3.974 3.939
bus 1.758 4.136 3.962

metro 1.382 3.021 2.947
metro station 1.672 1.407 1.714

park 1.448 4.962 4.988
public square 2.265 3.939 3.943
shopping mall 1.385 3.668 3.819

street pedestrian 1.822 3.697 3.947
street traffic 1.025 4.127 3.852

tram 1.462 3.662 3.668
overall 1.575 1.436 1.467

Table 3: Accuracy of our model for different devices

Device ours 1 ours 2

a 65.0% 65.2%
b 56.6% 53.7%
c 60.1% 60.3%
s1 48.9% 48.8%
s2 48.7% 47.4%
s3 49.5% 51.5%
s4 42.9% 43.5%
s5 44.6% 44.9%
s6 41.1% 39.5%
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Table 4: Parameters and MMACs of our model and baseline

baseline ours 1 ours 2

Parameters 46.512 K 78.252 K 60.458 K
MMACs 29.23 M 27.93 M 14.13 M

4. CONCLUSION

In this technical report, we construct a compressed model for low-
complexity acoustic scene classification by using ResNet as ma-
jor module, and both CBAM and MHSA as self attention module.
The compressed method is DSC. On the basis of CRNN we replace
CNN to ResNet block with adding CBAM in it, and RNN was re-
placed by MHSA. Verified by experiments, our model has average
performance which accuracy is 50.83% and nummber of parame-
ters is 78.252 K, MMACs is 27.93 M. In a word, our model can
complete the target task with limit on parameters.
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