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ABSTRACT

In this technical report, we describe our proposed system
for DCASE2023 task3: Sound Event Localization and Detec-
tion(SELD) Evaluated in Real Spatial Sound Scenes. At first, we
review the famous deep learning methods in SELD. Then we ap-
ply various data augmentation methods to balance the sound event
classes in the dataset, and generate more spatial audio files to aug-
ment the training data. Finally, we use different strategies in the
training stage to improve the generalization of the system in realis-
tic environment. The results show that the proposed systems outper-
form the baseline system on the dev-settest of Sony-TAU Realistic
Spatial Soundscapes 2023 (STARSS23).

Index Terms— sound event localization and detection, Data
augmentation, model ensemble, real spatial scenes

1. INTRODUCTION

Sound Event Localisation and Detection (SELD) is a challenging
task that aims to detect and locate the sound events as well as to es-
timate their corresponding direction of arrival (DOA) using multi-
channel spatial audio[1, 2]. Given the complexity of real-world
acoustic environments, SELD systems have the potential to be ex-
tremely useful in diverse applications such as surveillance systems,
smart homes, public safety, and outdoor navigation for the visually
impaired.

The SELD system was first introduced in the DCASE2019
Task3 [3] and involved the use of single static sound sources. Multi-
channel audio files were synthesised by combining mono audio files
and impulse response in real rooms, allowing manual control over
factors such as signal-to-noise ratio (SNR), event occurrence and
arrival direction. However, subsequent SELD [4, 5, 6] challenges
introduced several new factors that made the task much more chal-
lenging. These included new impulse responses, moving sources,
polyphonic events and overlapping events of the same class. In the
latest SELD challenge [7], the task is set in real spatial sound scenes
with even more complex environments and lower SNR. The factors
for sound events are no longer manageable and depend on the ex-
act layout of the room. Furthermore, video information has also
been added to complement multi-channel audio information for tar-
get detection and localization.

In this report, we propose a SELDnet based neural network
with data augmentation for SELD. The entire framework of the

SELD system is built upon two main components: SELDnet and
multi-track ACCODA [8]. SELDnet is a neural network architec-
ture that combines spatial information with spectrogram represen-
tations to accurately classify and localize sound events. And the
multi-track ACCODA algorithm is used to handle same-class over-
lapping sound events and extract precise localization information
for each event. In addition to the existing dataset, we have generated
additional synthesized data using the FSDK50[9] and TAU-SRIR
DB[10]. To alleviate the class imbalance, we generate more data for
several classes with less data or poorer performance. Meanwhile, in
order to avoid the model from overfitting on the synthesized data,
we employ a strategy to train our model on a combination of the real
and synthesized data, and fine-tune the model the real recordings.

2. PROPOSED METHOD

In this section, we first introduce the input features of the proposed
SELD system. Then we introduce the data augmentation, network
architecture and training procedures.

2.1. Features

Our network’s input features consists of the signals from four chan-
nels of first-order ambisonics (FOA). We specifically emphasize on
using first-order ambisonics (FOA) signals as they don’t contain
spatial aliasing within the range of 9 kHz. And the FOA format
was preferred as it performed better than the MIC format in the
baseline system. FOA features contain seven channels, including
four log-mel spectrograms and three intensity vectors.

2.2. Data augmentation

Since the dataset provided by DCASE only comprises 1200 syn-
thetic files, we augmented the training data to enhance the model’s
performance. By using external data provided and TAU-SRIR DB,
we synthesized 2400 additional files for training. The synthetic data
are FOA format data consisting of 13 classes. Notably, the maxi-
mum polyphony was defined at 2, with a duration of 60 seconds and
a sampling rate of 44.1 kHz. In order to alleviate the class imbal-
ance and allow the model to have high detection and localization
capabilities in each class, we also generated more synthesized data
for several classes with poor performance. Also, We introduce three
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Figure 1: Overall architecture of the proposed network.

data augmentation methods in our SELD system: mixup[11], Ran-
dom cutout[12] and channel rotation [13]. The mixup technique has
gained widespread adoption in the realm of environmental sound
recognition. In mixing augmentation method, the data and labels
are mixed to generate new training data. And random cutout is also
utilized to mask specific feature areas while keeping their original
labels. We use 16 spatial ransformation methods, which rotate audio
channels and change the spatial labels, to augment the spatial data
of FOA format. Table 1 shows 16 patterns of channel rotation.By
applying channel rotation, we double the amount of data.

2.3. Network architecture

The model was created based on the baseline CRNN structure,and
multi-ACCDOA was applied to predict the SED and DOA ina single
branch. Figure 1 shows the overall structure of the proposed model.
The primary aim of our network is to extract spatial information
from the given input of FOA features. This is achieved by feeding
the log-mel spectrograms from all four FOA channels, together with
the IV channels, into a convolutional network comprising three lay-
ers. Bidirectional GRU layers are replaced with two Conformer[14]
blocks.

3. EXPERIMENTS

In this section, we show our results on the development dataset.

3.1. Experimental settings

We evaluated our proposed methods on the Sony-TAu Realistic Spa-
tial Soundscapes 2023 dataset, and compared our systems with the
baseline system. The baseline is a multi-ACCDOA-based system
using CRNN network. Five metrics are used for evaluation : error
rate (ER20◦ ), F-score (F20◦ ), LECD , LRCD , SELDscore [15].
Except for error rate, the other four metrics are computed per class
and macro-averaged. We use only the FOA subset of the dataset for
out experiments.

We follow the settings of the baseline during feature extrac-
tion and down sampling. The sampling frequency is set to 24kHz,
the number of Mel filters is set to 64, and the STFT is used with
40ms frame length and 20ms frame hop. The length of input is 250
frames. We use a batch size of 64. The model is firstly trained
on simulated data for 100 epochs with learning rate of 0.0005. In
the fine-tune stage, The saved best result is further trained on real
recordings for extra 30 epochs with learning rate of 0.1 decay.

3.2. Results

Table 2 shows the performance with the development set for pro-
posed methods. As shown in the table, our proposed method outper-
forms the baseline by a large margin. For model ensemble, we aver-
age outputs from different networks, data, augmentation methods.
Model ensemble also has a better performance than single model.

4. CONCLUSION

We present the proposed SELD system of DCASE2023 task3. we
apply various data augmentation methods to balance the sound
event classes in the dataset, and generate more spatial audio files
to augment the training data. Considering the difference between
simulated spatial audios and real recordings in exclusive environ-
ment, we use different strategies in the training stage to improve
the generalization of the system in realistic environment. Finally,
we perform model ensemble with different models, augmentation
methods. Our proposed system achieve great improvement and sig-
nificantly outperform the baseline system.
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