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ABSTRACT 

This technical report describes one submission for 
Dcase2023 Task 4a “Sound event detection of domestic activi-
ties”. The methodologies proposed are based on the baseline sys-
tem, which is provided by the organizers, and consist mainly of 
feature extraction by passing spectrograms through frequency dy-
namic convolution network, concatenation of these features with 
BEATS embeddings, use of BiGRU for sequence modelling. Also, 
a mean-teacher model is employed. The results for the submis-
sions, when using audioset real strong-labelled data are: PSDS1 
0.496 PSDS2 0.788 and when the aforementioned data subset is 
not used are: PSDS1 0.516 PSDS2 0.781. 

 
Index Terms— Sound event detection, BiGRU, mean-

teacher model, frequency dynamic convolution, embed-
dings 

1. INTRODUCTION 

Sound event detection of domestic activities is of specific in-
terest for various applications, including assisting autonomous liv-
ing of elderly. Through the years the dataset provided by dcase 
community has been enhanced. It includes strong labeled, weak 
labeled and unlabeled clips of 10 seconds, in which 10 classes of 
events may occur for a specific duration. Although some classes 
are different from what is of interest, in assisting autonomous liv-
ing, it is highly probable that an efficient system of detecting 
events, will be efficient in detecting additional events. Various 
deep learning models of different complexity have been proposed 
the last years and achieve a high performance in terms of different 
metrics. These models, in most cases, have as input a two-dimen-
sional spectrogram which represent the clips of 10 seconds. The 
spectrograms are processed with image processing models (e.g 
convolutional neural networks), which may be altered to better 
capture the nature of sound spectrograms. One such successful ad-
aptation to sound spectrograms is frequency dynamic convolu-
tional network [1].  Complementary to spectrograms, embeddings 
of pretrained models are also used. These embeddings may occur 
by training in more audio events (audioset) or images or video. 

 
 Thanks to the project "Improvement of the Quality of Life and Activity for the Elderly" (MIS 5047294)  

Various embeddings enhanced the performance of models. Lately, 
BEATS (audio pre-training with acoustic tokenizers) embeddings 
achieve significantly better performance in various tasks e.g. audio 
classification [2].   The sequence modeling is attempted by other 
bi-directional GRU or transformers. Mean teacher student is 
proven efficient in leveraging unlabeled data [3].   

The proposed model adopts and modifies the baseline (ver-
sion 2023) [4] by employing specific versions of the aforemen-
tioned modules. It combines BEATS embeddings with the output 
of a frequency dynamic convolution network which processes the 
spectrogram of 10 sec clip.  The combined embeddings pass 
through either a BiGRU (bi-directional recurrent unit) and finally 
a classification module. The model that consists of the above mod-
ules (student), has an identical teacher model which is updated 
with weighted of average of the weights of student.  

2. DATASET  

The dataset of DCASE 2023 is composed by: labeled training 
set, unlabeled in domain training set and synthetic set with strong 
annotations. The audio clips are sampled at 44,100 Hz and have 
duration of 10 seconds at maximum. Each audio clip contains at 
least one sound corresponding to one of the 10 possible classes. 

3. SPECTROGRAM AND DATA AUGMENTATION 

Spectrograms are produced as in the baseline method and mixup 
[5] with soft labels is randomly applied with a probability 0.5.  
Specifically, audio clips are resampled at 22,050 Hz and log mel-
spectrogram are extracted from them. The size of the analysis 
window is 2048, the hop length is 256 and the number of mels is 
chosen to be 128. 

4. FREQUNCY DYNAMIC CONVOLUTIONAL NET-
WORK 

Frequency-adaptive convolution has been already proposed for 
sound event detection and outperforms various other methods for 
DESED task, as indicated by polyphonic sound detection score. 
Frequency dynamic convolution is applied to downplay the effect 
of translation equivariance which is not desirable due to the 
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specific nature of sound spectrograms. In order to combine a fre-
quency-dynamic convolution network with resource-demanding 
transformer, a miniaturized (half-scale of original) frequency dy-
namic convolutional was tested. Lower performance indicated 
that a wider convolution network (double-scale) may perform bet-
ter when combined by BiGRU light-weight sequence modelling. 
However, no improvement was achieved. Therefore, the proposed 
Frequency dynamic convolutional network is very similar with 
the original one proposed by authors [1]. Its properties are: kernel 
size 3 in all layers, number of filters in each layer 
[32,64,128,256,256,256,256], activations are context-gat-
ing[6][7], 0.5 dropout is used.  

5. BEATS EMBEDDINGS 

BEATs embeddings are proposed by DCASE23 organizers as a 
state-of-the art method for pretrained embeddings [2]. BEATs are 
extracted from a Bidirectional encoder which learns representa-
tions form audio transformers, where a tokenizer and an audio self-
supervised model are optimized. The BEATs embeddings are con-
catenated with the output of Frequency dynamic CNN with the 
pool1d function of baseline. Specifically, the embeddings are re-
shaped to match the time dimension of frequency dynamic CNN 
by averaging pooling and then they are concatenated so as the time 
frames coincide.   

6. BIGRU 

Bidirectional GRU is as used in the baseline with number of RNN 
cells 128 but the number of layers is modified to 3 from 2 in the 
baseline. No dropout was used within the RNN but a dropout of 
0.5 is applied to the output of RNN.  Then, the classification mod-
ule (including one dense layer) is used with attention and it is un-
modified from baseline. 

7. MEAN TEACHER 

Mean teacher method was employed without modifications from 
baseline.  

8. TRAINING DETAILS 

The training epochs’ number is set for 400 epochs with a rampup 
of 50 epochs and a patience of 100 epochs. The target learning rate 
is 0.001 and the optimizer is Adam (as in the baseline). Validation 
objective function was the sum of PSDS1 and PSDS2 (Polyphonic 
sound event detection score ) as firstly defined in  [8] but with a 
newer implementation [9][10]. The training batch size is set to 
[24(synth),24(weak),48(unlabeled)] and the validation batch size 
is set to 64. Weak split (the percentage of samples used for train-
ing) was set to 98%.  An NVIDIA RTX A6000 GPU was used and 
the total number of trainable parameters are 3.3 M, the model size 

is 26,447MB and multiply-accumulate operations (MACs) are 
3.497G..   

9. RESULTS 

The results are reported as instructed by DCASE guidelines with 
average of a 3-fold identical repetition of each model, to account 
for random weight initialization and are shown in Table 1. Alt-
hough, PSDS1 score is close to the baseline method, PSDS2 
(0.788) score is higher than the baseline (0.762). However, when 
trained without real strong data PSDS1 is enhanced to 0.516, 
which is higher of the best baseline score 0.5.  When training 
stopped at 313 and 322 epochs, the training time was about 8h. 
Energy consumption extracted from codecarbon for 3 runs with 
the same hyperparameters and seed number, had fluctuations 
1.49+0.13, 1.95+0.043, 1.09+0.035 kwh (training+testing en-
ergy). 
 
 

Table 1 Results (average and standard deviation of 3 runs 
with the same hyperparameters). For energy consumption 
only average is shown here. 

 PSDS1 PSDS2 Event-
f1-
macro 

Inter-
section 
f1-
macro 

Energy 
consump-
tion(train
+test) 

Duth 
(audioset 
strong) 

0.496+-
0.007 

0.788+-
0.005 

0.595 

+-
0.005 

0.811+-
0.001 

1,51+0.0
3 kWh  

Duth 
(w/o au-
dioset 
strong) 

0.516+-
0.002 

0.781+-
0.008 

0.597+
-0.006 

0.818+-
0.001 

1.783+0. 
34 kWh 

 

10. CONCLUSION 

Although the method proposed, adopts baseline method and uses 
modules tested before with small modifications, it achieves higher 
psds scores than what was reported in dcase2022, without ensem-
ble and with a comparatively light-weight system.  
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