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ABSTRACT

Our method for the DCASE Challenge 2023 combines BEATs with
Prototypical Networks. BEATs, standing for Bidirectional Encoder
representation from Audio Transformers, is a newly-released ar-
chitecture by Microsoft for audio tokenisation and classification.
BEATs combines a tokenizer and a semi-supervised audio classifier
which learn from each other to improve the classification of audio
samples. Prototypical Networks, instead, can be briefly described
as a neural network-based clustering algorithm. Somewhat resem-
bling a K-means clustering, Prototypical Networks classify samples
based on their distance from the classes’ prototypes (what would be
the centroids in a K-means setting). Since the prototypes are con-
structed from a small set of examples from each class, called the
support set, Prototypical Networks are well suited to handle few-
shot learning settings like the DCASE Challenge. In our method,
we combine the two by using BEATs as a feature extractor, con-
structing informative features which are used by the Prototypical
Network to perform the prototypes’ construction and subsequent
classification of test audio samples. We obtain a F1 score of 0.36
on the validation dataset.

Index Terms— DCASE, Few-shot Learning, Prototypical Net-
work, Acoustic tokenizers

1. INTRODUCTION

Few shot classification is a task in which a classifier must be adapted
to accommodate new classes not seen in training, given only a few
examples of each of these classes [1]. Classifying unseen objects
given very few examples is trivial for humans, who have the ability
to perform one-shot classification (i.e. only a single example of each
new class is given) with a high degree of accuracy [1]. However,
few-shot classification has proven to be challenging for even state-
of-the-art machine learning algorithms.

In this technical report we describe our method to tackle the
task 5 of the Detection and Classification of Acoustic Scenes and
Events challenge 2023 (DCASE2023): Few-shot bioacoustic event
detection.

2. DATASET

To train, validate and test our algorithm we used the dataset pro-
vided by the Detection and Classification of Acoustic Scenes and
Events (DCASE 2023) challenge. The training set consists of four
different sub-folders deriving from a different source each (BV, HT,
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JD, MT, WMW, see [2] for more information about the dataset).
Along with the audio files, multi-class annotations are provided for
each. The total duration of whole training set is 14.3 hours, divided
as 10 hours, 3 hours, 10 minutes, and 1.16 hours for BV, HV, JD,
and MT respectively. The total number of classes is 19, of which
11 for BV, 3 for HT, 1 for JD, and 4 for MT. In addition, the sam-
pling rate is also very different for different sources, varying from 6
kHz for HT, to 24 kHz for BV. The validation set comprises of two
sub-folders (HV, PB). It includes a total of 5 hours data covering 4
classes: 2 for HV with 6 kHz sampling rate and 2 for PB with 44.1
kHz sampling rate. The two classes for each source are actually the
target events and the backgrounds.

3. METHOD

Central to our pipeline is the prototypical network as described
in [3]. Specific for our approach are our preprocessing steps and
the fact that we rely on the BEATs model to encode our input sam-
ples into the latent space where distances are calculated. Details of
these steps are given in the next two subsections. Following these,
we provide the differences between the submitted systems.

3.1. Preprocessing

The preprocessing pipeline is summarised in Figure 1 and consists
of the following steps:

1. Load the raw audio waveform contained in the wav file

2. Resample to 16 kHz

3. Normalize

4. Denoise

5. Obtain Mel-filter bank features

The denoising method of step 4 relies on a method called ”spectral
gating” as described in [4]. For our system, we relied on the im-
plementation provided in [5]. Background noise was assumed to be
stationary.

The dataset provided by the challenge contains many audio
events from different types of sources, which therefore also vary
a lot in duration: some animal vocalisations are very short, others
are much longer. This duration is also affected by how the human
annotator has labelled the audio events. For example, in some cases
each ‘chirp’ from a bird has been tagged separately, while in other
cases longer episodes containing repeated bird calls are tagged as a
single event.
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Figure 1: Summary figure representing the pipeline of our system
for a query sample. First, we open the raw audiofile, resample to
16kHz and normalise the audio (steps 1,2,3). We then denoise the
audio using [4] (Step 4) and convert the audio into a mel spectro-
gram (Step 5). The mel-spectrogram is passed through BEATs to
create an embedding (Step 7) and the distance to all class proto-
types is computed. The embedding is given the same label as the
closest prototype (Step 8).

It is crucial that the Mel-filter bank features obtained at step
5 are always of equal dimensions, so that they can be further en-
coded by the BEATs network. At the same time, it is important to
provide the BEATs network with all the information relevant to the
classification of the audio event. To compensate for the variation in
duration of the audio events in the dataset, the frame shift used to
calculate the Mel-filter bank features was varied from 1 ms to 8 ms.
The frame shift in ms was calculated from the 5 support samples as
follows:

frame shift = max

([
min(l, 1)

128
1000

]
, 1

)
, (1)

where l is the shortest duration of the support samples, which varies
for each file and class. Here, 128 was the number of frame shifts
contained in the feature provided to the BEATs model. As such,
this feature is minimally 128 ms long (for the shortest events of
the dataset) and maximally 1 s long (for the longest events of the
dataset).

3.2. Presentation of the BEATs model

Our method builds on the newly-released BEATs model [6] by Mi-
crosoft. BEATs is a powerful architecture for audio classification
composed of two main blocks: A tokenizer, which learns to split the
audio signal into relevant semantic segments, i.e. segments where
the signal of interest is active vs inactive; and a classifier which

takes the audio tokens and assigns a human-readable label like ‘cat’,
‘dog’, ‘car’, etc. We will not include the details of BEATs here,
among other reasons because the complexity of the architecture and
the presentation in [6] make it difficult to truly understand them
within the limited timeframe offered by the DCASE challenge, but
we hope the interested reader will find the original publication elu-
cidating. Regardless, the architecture produces clearly good results:
Figure 2 shows an example test result we obtained while learning
how to use BEATs, applying it to the ECS50 dataset [7] as a feature-
extractor. By “feature extraction” (Step 6 Figure 1) we mean we
used BEATs’ activations in the second-to-last layer, i.e. right be-
fore the final classification step. BEATs comes pre-trained on the
AS-2M dataset, and in Figure 2a we show the clustering following
the feature extraction on 10 classes from the ESC50 dataset without
any additional fine-tuning. In Figure 2b instead, BEATs has been
fine-tuned on the 10 classes we chose. It is worth noting that we
trained for only 7 epochs during the fine-tuning stage.

3.3. Prototypical network using BEATs

Even though BEATs is a powerful architecture for audio classifica-
tion, it is necessary to use it in tandem with other methods for few-
shot classification. Our system uses a prototypical network using
BEATs as feature extractor in tandem with episodic training for bet-
ter domain generalisation [8]. Episodic training is a method where a
model is trained by simulating few-shot learning scenarios through
episodes (i.e. a simulated scenario where a model is presented with
a small set of labeled examples from different classes), allowing it
to learn from a small number of examples per class.

More specifically, to train the models, for each episode we use
five classes (i.e. number of ways = 5) we build the class prototypes
using five embedded samples (i.e. number of support = 5) and com-
pute the loss using the distance of 10 query samples (i.e. number of
query = 10). For model validation and evaluation we used number
of ways = 2 (i.e. for POS and NEG classes), number of support = 2
and number of query = 3. We trained the models for 100 episodes
per epoch using an early stopping strategy. After the sample has
been projected into the latent space (Step 7 Figure 1), we compute
the distance between embedded sample and the prototype we use
euclidean distance as recommended in [3].

We tested our pipeline on a subset of ECS50 comprising only
five classes with 15 samples each. Results are displayed in Figure
2c where we obtained an accuracy of over 90%. We also clearly see
that the samples are in close vicinity to the class prototypes.

3.4. Submitted System Details

The submitted systems are all similar, but with small variations.

• System 1: The system where all preprocessing steps are in-
cluded, but with only 50% overlap in the features that are pre-
sented to the system

• System 2: Equal to system 2, but with the added step that the
20 events with the least distance to the prototype are added as
additional supports.

4. CONCLUSION

This technical paper describes the pipeline for our submission to
DCASE task 5: Few-shot bioacoustic event detection. The pipeline
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(a) (b)
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Figure 2: A simple test of feature extraction and clustering on the
ECS50 dataset, using (a): ”raw” BEATs on 10 classes; (b): Fine-
tuned BEATs; (c) BEATs and prototypical network on 5 classes.
BEATs latent space contains 768 dimensions and we used t-sne to
represent the embeddings in a two dimensional space.

is based on a prototypical network with Microsoft’s recently re-
leased ‘BEATs’ model as encoder. Results and analysis of its per-
formance will be included in a later publication.
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