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ABSTRACT
This technical report describes our submission on Task 6 (au-

tomated audio captioning and language-based audio retrieval) of
the Detection and Classification of Acoustic Scenes and Events
(DCASE) 2023 Challenge. The proposed systems in this submis-
sion are based on a contrastive language-audio pretraining strat-
egy and the attention-based audio feature representation. Experi-
ments show that our systems can achieve a SPIDEr-FL score of
28.32 on automated audio captioning and an mAP score of 31.18
on language-based audio retrieval.

Index Terms— Automated audio captioning, language-based
audio retrieval, contrastive learning for audio pretraining.

1. INTRODUCTION

In the Detection and Classification of Acoustic Scenes and Events
2023 challenge (DCASE2023 Challenge), Task 6 includes two
down-stream tasks [1], i.e., automated audio captioning [2] (Task
6A) and language-based audio retrieval [3] (Task 6B). Automated
audio captioning is a cross-modal task that aims to describe the con-
tent information of the input audio signal with text, i.e., caption. In
contrast, language-based audio retrieval is a multi-modal task that
retrieves the most matched audio clips within a database from a
given caption.

This technical report presents our DCASE 2023 Challenge Task
6A and 6B submissions. This report introduces our submission
of automated audio captioning and language-based audio retrieval
systems, mainly based on the contrastive language-audio pretrain-
ing strategy (CLAP) [4] and the attention audio feature representa-
tion [5, 6].

2. LANGUAGE-BASED AUDIO RETRIEVAL SYSTEM

Language-based audio retrieval methods compare the matching de-
gree between a text query (caption) and audio signals to select the
most matched audio signal. Existing methods usually employ con-
trastive learning (CLAP) to train the retrieval methods [4, 7, 8]. In-
spired by this CLAP-based methodology, our submission is devel-
oped based on CVSSP’s audio retrieval work [7] and our previous
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work [8]. The proposed retrieval method includes an audio encoder,
a text encoder and two projector modules.

The audio encoder extracts the audio feature vector from the
audio signal to represent the content information of the audio signal.
The text encoder extracts the text feature vector from the caption
to reflect the global content information of the caption. Projector
modules map the audio feature vector and the text feature vector
into the audio embedding and text embedding, respectively, where
the dimension of the audio embedding and the text embedding is
the same for the alignment between audio and caption content.

2.1. Audio Encoder

Our submitted retrieval systems apply either of the two choices be-
low for the audio encoder structure.

1. CNN14: Employ the CNN14 module in pretrained audio
neural networks (PANNs) [9] as the audio encoder.

2. CNN14-Attention: Combine the CNN14 module and the
self-attention module [10] as the audio encoder, following
our recent work [6].

In both choices, the mean pooling is used on the extracted audio
feature to obtain the output audio feature vector.

2.2. Text Encoder

Our submitted retrieval systems apply either of two choices below
for the text encoder structure.

1. BERT: Employ the language model BERT [11] as the text
encoder.

2. RoBERTa: Employ the language model RoBERTa [12] as
the text encoder.

In both choices of the text encoder, the caption is mapped into text
feature vectors by the text encoder. We select the text feature vector
corresponding to the classification token, i.e., “[CLS]”, as the output
text feature vector of the text encoder.

2.3. Projectors and Contrastive Loss

Our submitted retrieval systems have two projector modules, i.e.,
audio projector and text projector. The projector modules consist
of multi-layer perception (MLP), but the audio and the text pro-
jector have different parameters. These projector modules result in
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audio embedding and text embedding, respectively. The output di-
mension of the audio and text embedding should be the same for
the contrastive learning loss function. We optimise our submission
retrieval systems using the contrastive learning loss function, i.e.,
NT-Xent loss [13], which realising the contrastive language-audio
pretraining (CLAP) system for this multi-modal task.

3. AUTOMATED AUDIO CAPTIONING SYSTEM

Automated audio captioning aims to model the audio feature and
predict the caption from the learned audio feature. Existing methods
usually employ the encoder-decoder structure. An audio encoder
extracts the audio feature, and a text decoder decodes the extracted
feature and predicts the caption words [2,5,14,15]. Our submission
also uses the encoder-decoder structure, where the audio encoder is
initialized by the pre-trained parameters from the CLAP processing
in our language-based audio retrieval systems.

3.1. Audio Encoder from CLAP

In our submitted captioning system, the audio encoder includes the
PANNs module, i.e., CNN14, but employs the pre-trained param-
eters of CNN14 in the beforementioned retrieval system for the
parameter initialization. Here, we have four choices of the audio
encoder structure as follows.

1. CNN10: Just employ the pretrained parameters of CNN14 in
the retrieval system to initialize a CNN10 PANNs module.

2. CNN10-GAT: Employ the pretrained parameters of CNN14
in the retrieval system to initialize a CNN10 PANNs module
and a graph attention module in GraphAC [5].

3. CNN10-keywords: A CNN10 audio encoder with the key-
words prediction in [16].

4. CNN10-GAT-keywords: A CNN10-GAT audio encoder
with the keywords prediction in [16].

3.2. Text Decoder

In our submitted captioning system, the text decoder uses the cross-
attention mechanism to incorporate the audio feature and text infor-
mation and predict the words in the caption. The text decoder con-
sists of a two-layer Transformer decoder module. Here, a Word2Vec
language model [17] is used to convert the words into text embed-
dings. Then, the Transformer decoder module incorporates the au-
dio feature from the audio encoder and the text embeddings to pre-
dict the caption.

3.3. Loss Function

Our submitted captioning system employs the cross-entropy func-
tion with the label smoothing [18] as the loss function for training
processing.

4. EXPERIMENTS

4.1. Dataset

We use three different datasets to conduct our experiments, Wav-
Text5K [19], AudioCaps [20] and Clotho [3].

The audio retrieval system is pretrained on WavText5K and Au-
dioCaps, and then fine-tuned on the Clotho dataset. The audio cap-
tioning system first loads the CNN14 module pretrained in the re-
trieval system. Then the audio captioning system is pretrained on
the AudioCaps dataset and fine-tuned on the Clotho dataset.

We noted that some caption does not clearly represent the con-
tent of the audio signal in Clotho. Therefore, we employed the GPT-
3.5 API [21] to judge the accuracy degree of the caption by compar-
ing it with the audio file name tag, and revised the caption that was
judged as an inaccurate caption by GPT-3.5. The revised dataset
is called “Revised-Clotho” in this report, and the Revised-Clotho
dataset is another choice for fine-tuning the retrieval method.

4.2. Language-base Audio Retrieval

When pretraining on the WavText5K, the batch size of the retrieval
method is set as 32. When pretraining on AudioCaps, the batch
size is set as 64. During the fine-tuning stage on Clotho or Revised-
Clotho, the batch size is set as 32. In both the pretraining and the
fine-tuning, the Adam optimizer [22] is used to optimise the re-
trieval method.

We have eight retrieval systems as follows:

1. CNN14-BERT-Clotho: This system includes a CNN14 audio
encoder and a BERT text encoder and is fine-tuned on the
Clotho dataset.

2. CNN14-BERT-Revised-Clotho: This system includes a
CNN14 audio encoder and a BERT text encoder and is fine-
tuned on the Revised-Clotho dataset.

3. CNN14-RoBERTa-Clotho: This system includes a CNN14
audio encoder and a RoBERTa text encoder and is fine-tuned
on the Clotho dataset.

4. CNN14-RoBERTa-Revised-Clotho: This system includes a
CNN14 audio encoder and a RoBERTa text encoder and is
fine-tuned on the Revised-Clotho dataset.

5. CNN14-Attention-BERT-Clotho: This system includes a
CNN14-Attention audio encoder and a BERT text encoder
and is fine-tuned on the Clotho dataset.

6. CNN14-Attention-BERT-Revised-Clotho: This system in-
cludes a CNN14-Attention audio encoder and a BERT text
encoder and is fine-tuned on the Revised-Clotho dataset.

7. CNN14-Attention-RoBERTa-Clotho: This system includes
a CNN14-Attention audio encoder and a BERT text encoder
and is fine-tuned on the Clotho dataset.

8. CNN14-Attention-RoBERTa-Revised-Clotho: This system
includes a CNN14-Attention audio encoder and a BERT text
encoder and is fine-tuned on the Revised-Clotho dataset.

Based on the above eight systems, we build 4 ensemble systems
as our submission for Task 6B:

1. Submission 1: The ensemble system of the above eight sys-
tems, and each system has the same weight.

2. Submission 2: The ensemble system of the above No. 3-8
systems, and each system has the same weight.

3. Submission 3: The ensemble system of the above eight sys-
tems, and each system has a different weight.

4. Submission 4: The ensemble system of the above No. 3-8
systems, and each system has a different weight.
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Table 1: Performance of our retrieval systems.

Method R1 R5 R10 R50 mAP10

CNN14-BERT-Clotho 17.67 42.09 56.46 85.91 28.29
CNN14-BERT-Revised-Clotho 17.44 42.81 56.67 84.63 28.24

CNN14-RoBERTa-Clotho 17.82 42.97 57.65 87.29 28.87
CNN14-RoBERTa-Revised-Clotho 18.33 43.44 57.17 86.56 28.97

CNN14-Attention-BERT-Clotho 18.03 42.62 56.11 84.27 28.55
CNN14-Attention-BERT-Revised-Clotho 18.03 42.07 55.83 83.96 28.49

CNN14-Attention-RoBERTa-Clotho 18.56 44.19 57.32 85.07 29.37
CNN14-Attention-RoBERTa-Revised-Clotho 17.95 43.85 57.95 84.71 29.03

Submission 1 19.37 45.82 58.95 86.60 30.54
Submission 2 19.83 46.20 59.22 86.74 30.93
Submission 3 19.69 46.07 59.43 86.70 30.93
Submission 4 20.00 46.37 59.85 86.99 31.18

Table 2: Performance results of our captioning systems.

Method METEOR CIDEr SPICE SPIDEr SPIDEr-FL

CNN10-Transformer 18.10 42.23 12.52 27.37 26.88
CNN10-keywords-Transformer 17.92 41.28 12.54 26.91 26.30

CNN10-GAT-Transformer (Submission 1) 18.16 43.81 12.58 28.19 27.48
CNN10-GAT-keywords-Transformer (Submission 2) 18.06 42.61 12.39 27.50 26.67

Submission 3 18.44 45.04 12.93 28.98 28.32
Submission 4 18.36 44.25 12.75 28.50 27.87

4.3. Automated Audio Captioning

When pretrained on AudioCaps, the batch size is set as 64. When
fine-tuned on Clotho, the batch size is set as 32. The AdamW op-
timizer is used for optimization in both the pretraining and fine-
tuning of the audio captioning system.

We have four captioning systems as follows:

1. CNN10-Transformer: Include a CNN10 audio encoder and
a Transformer decoder.

2. CNN10-GAT-Transformer: Include a CNN10-GAT audio
encoder and a Transformer decoder.

3. CNN10-keywords-Transformer: Include a CNN10-
keywords audio encoder and a Transformer decoder.

4. CNN10-GAT-keywords-Transformer: Include a CNN10-
GAT-keywords audio encoder and a Transformer decoder.

Then, based on the above captioning systems and our previous
work in [23], we have four ensemble systems for submission as
follows:

1. Submission 1: The CNN10-GAT-Transformer captioning
system.

2. Submission 2: The CNN10-GAT-keywords-Transformer
captioning system.

3. Submission 3: The ensemble system of the above four cap-
tioning systems, and each system has a different weight.

4. Submission 4: The ensemble system of the CNN10-GAT-
Transformer and CNN10-GAT-keywords-Transformer cap-
tioning systems.

5. RESULTS

5.1. Results for Language-base Audio Retrieval

The performance of our eight retrieval systems and four submitted
ensemble systems are shown in Table 1. In this table, R1, R5, R10
and R50 are the recall metric of the top-1, top-5, top-10, and top-50
retrieved audio signals. The mAP10 is the mean average precision
of the top-10 retrieved audio signals. Table 1 shows that submission
4 performs best in all metrics. The CNN14-Attention-RoBERTa-
Clotho retrieval system achieves the best mAP performance in the
eight single systems.

5.2. Results for Automated Audio Captioning

The performance of our four captioning systems and our submis-
sions are shown in Table 2. Here, machine translation metrics (i.e.,
METEOR) and captioning metrics (CIDEr , SPICE, SPIDEr and
SPIDEr-FL) are adopted for performance evaluation. Table 2 shows
that submission 3 performs best in all metrics.

6. CONCLUSION

This report introduces our submissions for DCASE language-based
audio retrieval and automated audio captioning tasks. We use the
contrastive language-audio pretraining strategy for language-based
audio retrieval to build our retrieval systems. For automated au-
dio captioning, we load the parameters of the audio encoder in our
retrieval systems for the initialization and use pretraining and fine-
tuning strategies to obtain our captioning systems. Both retrieval
and captioning submissions include ensemble systems to improve
performance.
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