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ABSTRACT 

This technical report describes the submitted system for task 1 of 
the DCASE 2023 challenge. The goal of this task is to design an 
acoustic scene classification system for devise-imbalanced da-
tasets under the constraints of low complexity. We applied 
cepstrum analysis to filter out the channel information contained 
in the raw audio signals before the feature extraction stage. More-
over, we separate the spectral envelope and the fine structure of 
the spectrum in the cepstrum domain, and simply analyzed the 
impact of the two on the classification results. Due to the con-
straints of low complexity, we use knowledge distillation to allow 
the simpler student model to learn complex teacher models. In ad-
dition, we experimented with different augmentation techniques 
such as Mixup, random noise, pitch shifting, and time-frequency 
masking to expand the diversity of the dataset. Through the cal-
culation of NeSsi tool, our model requires 80.845K of memory, 
with 29.349M MACs. And the accuracy of the model on the de-
velopment dataset is 51.4%. 

Index Terms— Acoustic scene classification, cepstrum 
analysis, spectral envelope, fine structure, knowledge distil-
lation 

1. INTRODUCTION 

Task 1 aims to identify ten different acoustic scenes from one-sec-
ond audio recorded by different devices[1]. In order to approach 
engineering more closely, the official limits model parameters 
(128K), 30 MMACs (million multiply-accumulate operations) of 
the model. This year, additional indicators of energy consumption 
have also been added. These restrictions all increase the difficulty 
of the competition. 

Previous research results have proven that the combination 
of Log Mel spectrograms and Convolutional Neural Networks 
(CNNs) is effective for acoustic scene classification tasks[2]. In the 
past few years, researchers have invested a lot of effort in improv-
ing CNNs, but few have focused on audio signals and acoustic 
features. This report provides a detailed record of our exploration 
process in the audio source and feature extraction stages. We hope 
to reduce channel noise caused by different devices before the net-
work input features. Although this may result in more tedious cal-
culations during the feature extraction stage, experiments have 
shown that it is an effective approach. We believe that this may 
provide new ideas for others' research. 

From the perspective of signal processing, the audio col-
lected by different devices is essentially the result of convolution 
of environmental audio with different channel filters. In the time 
domain, the two signals of convolution cannot be separated, but 
in the cepstrum domain, the linearly indistinguishable convolu-
tion signal can be converted to a linearly distinguishable signal. 
Through this method, we can separate the channel noise caused 
by different devices from the audio in the cepstrum domain.  

And inspired by Phaye et al.[5], we propose that spectral en-
velope and fine structure may play different roles in acoustic 
scene classification. Therefore, we separated the envelope and 
fine structure of the spectrum in the cepstrum domain and vali-
dated their impact on acoustic scene classification tasks through 
experiments. In addition, we also combine the above features to 
express richer information. Finally, we used knowledge distilla-
tion to condense the model into small models while maintaining 
performance. 

The rest of the paper is divided as follows—in section 2, we 
will provide a detailed explanation of the principles and opera-
tional processes of applying cepstrum analysis to datasets, as well 
as our feature extraction. In section 3, we show the network struc-
ture and training parameter settings. Section 4 presents the exper-
imental setup. Section 5 records our experimental results, and dis-
cussions of the results. In section 6, we briefly summarized this 
work. 

2. CEPSTRUM ANALYSIS AND FEATURE 
EXTRACTION 

In this section, we record the preprocessing process of input data 
in detail. Firstly, the role of cepstrum analysis in this challenging 
task was explained from a theoretical perspective. Secondly, we 
also separate the spectral envelope and fine structure from the au-
dio as additional features. In addition, we also recorded the pa-
rameter details of extracting Log Mel features, and finally, we rec-
ord the data augmentation measures taken. 

2.1. Cepstrum analysis 

Task 1 requires participants to provide a low-complexity network 
model to cope with audio dataset recorded by different devices. 
The most popular approach is to enhance the generalization ability 
of the model by improving convolutional neural networks. We 
provide another processing approach, which is to use cepstrum 
analysis technology to weaken the impact of different devices on 
audio before the feature extraction stage. As described above, the 
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audio signal collected by different devices is essentially the prod-
uct of convolution. Mathematics expression is as follows: 

𝑦(𝑛) = 𝑥(𝑛) ∗ ℎ(𝑛)  (1) 

Here, 𝑦(𝑛) is the recorded audio, 𝑥(𝑛) is the ideal original envi-
ronment audio, and ℎ(𝑛) represents the channel filters of different 
devices. The process of collecting environmental audio with dif-
ferent devices inevitably leads to mixes different channel noise in 
the environmental audio. And our purpose is to restore 𝑥(𝑛) as 
much as possible, which can weaken the channel noise caused by 
different devices. Take Z-transform as an example, we convert it 
to the frequency domain: 

𝑍[𝑦(𝑛)] = 𝑋(𝑧) ∙ 𝐻(𝑧)  (2) 

Take logarithms on both sides at the same time: 

𝑙𝑛 𝑌(𝑧) = ln 𝑋(𝑧) + ln 𝐻(𝑧)               (3) 

Then, the two can be separated by inverse transformation, and the 
signal is in the cepstrum domain at this time: 

𝑦(𝑛) = 𝑥(𝑛) + ℎ(𝑛)                  (4) 

According to the central limit theorem, when we analyze a 
sufficient number of audio samples, the short-time spectral fea-
tures of the audio signal obey the Gaussian distribution when we 
analyze a sufficient number of audio samples. In the assumptions 
of the Gaussian model, it can be considered that the Fourier ex-
pansion coefficient is an independent Gaussian random variable, 
with the average value of zero. Therefore, the mean of 𝑥(𝑛) can 
be approximately zero. Meanwhile, the device filter can be re-
garded as a time invariant system, and its mean is itself.  

Based on the above, we can subtract the mean of in the 
cepstrum domain. As follows: 

𝑦(𝑛) − 𝑚𝑒𝑎𝑛 𝑦(𝑛) = 𝑥(𝑛) + ℎ(𝑛) − 𝑚𝑒𝑎𝑛 𝑥(𝑛)＋ℎ(𝑛)  

≈ 𝑥(𝑛) + ℎ(𝑛) − 0 − ℎ(𝑛) 
= 𝑥(𝑛)                           (5) 

Here, we have separated the influence of devices theoretically. 
We restored it to the frequency domain and extract the Log Mel 
energy of the processed signal 

2.2. Spectral envelope and fine structure 

In automatic speech recognition (ASR), spectral envelope plays a 
crucial role. And Phaye et al. proposed that there are significant 
differences in the spectral envelope of different acoustic scenes 
through experiments[5]. Therefore, spectral envelope may be an 
important feature in acoustic scene classification tasks. On the 
other hand, the reason why the spectrum envelope works well in 
ASR is because it portrayed sound tract information well. How-
ever, there is no concept similar to sound tract in environmental 
audio, and the fine structure represents the high-frequency infor-
mation of the spectrum. So we cannot ignore the fine structure also. 

The extraction process of envelope and fine structure is 
roughly described as follows. The low-frequency part of the 
cepstrum represents a slow changing trend in the spectrum, which 
is the spectrum envelope. Conversely, its high -frequency part 
means the fine structure of the spectrum. We can take the first N 
values in the cepstrum domain to restore the spectral envelope. 

Similarly, we can easily obtain the fine structure of the spectrum. 
This method is similar to the process of extracting MFCC. 

2.3. Feature extraction 

The input audio maintains a sampling rate of 44.1 kHz. We used 
a Short Time Fourier Transform (STFT) with a window size of 
2048 and 50% overlap to extract the input features. We chose 256 
Mel frequency bins instead of 128, because we found in the ex-
periment that 256 frequency bins contain richer information, 
which can help us better classify. According to the previous de-
scription, we can perform the operation of subtracting the mean 
and extract the spectral envelope and fine structure in the 
cepstrum domain. In this way, we obtained three feature maps of 
the same size, all of which are 128×44. For ease of expression, we 
record them in order as feat_m, feat_e and feat_s. 

2.4. Data augmentation 

In order to improve the generalization ability of the network, we 
applied we applied Mixup, time -frequency masking, random 
noise, random pitch-shifting. 

3. ARCHITECTURES 

Our teacher-student network is based on TensorFlow and Keras. 
Their versions are tensorflow-gpu 2.6.0 and keras 2.6.0 respec-
tively.  

3.1.  teacher model 

The teacher model structure refers to the structure submitted by 
Tobias in 2022[6]. Our differences include the following points: 

 Divided frequency band training: SubSpectralNet, proposed 
by Phaye et al. in 2018, provided a great help for the later 
studies[5]. Their work shows that depending on the scene class, 
there is a specific frequency band showing most activity, 
hence providing discriminative features for that class. In the 
system we submitted, we only divided two frequency bands 
evenly along the frequency axis, and the experimental results 
showed that this is still an effective method. 

 Channel Attention: Channel Attention was initially proposed 
by Jie Hu et al.[7], and improved by Sanghyun Woo et al. 
later[8]. In simple terms, it can improve accuracy by modeling 
the correlation between feature channels and increasing the 
weight of important features. We add channel attention after 
the final convolutional layer. It will calculate the maximum 
pooling and average pooling of the input features of this layer 
separately, and then model the dependency relationship be-
tween channels through a two-layer fully connected network. 
Finally, channel weights are obtained by adding. 

 Simpler convolutional layers: We must reduce the learning 
ability of the network, because our features are relatively 
complex. The experimental results show that too large convo-
lution kernel or too deep network layer will lead to serious 
overfitting. We set the number of convolution kernels in three 
stages to 64, 128 and 256. And we used conventional convo-
lutional layers instead of the damped version. 
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Table 1 The structure of the student model 

Student-network 

Stage Blocks/Layers C K O 

Stage 1 
Inputs 1 / 256×44 

[Conv2d/BN/ELU]×2 18 5/3 128×22  

Stage 2 
MaxPooling / 2 64×11 

[Conv2d/BN/ELU]×3 32 3/3/1 64×11  

Stage 3 

MaxPooling / [3, 2] 21×5 

[Conv2d/BN/ELU]×3 64 3/3/1 21×5 

Dropout / 0.2 21×5 

Stage 4 

Conv2d/BN 10 3 21×5 

Channel Attention / / 10 

GlobalAveragePooling / / 10 

Softmax / / 10 

3.2. student model 

We propose a new model structure for our complex features, 
which is also the system we ultimately submitted. The parameter 
quantity of this model is 80.845K, with 29.349M MACs. Both in-
dexes meet the requirements of the challenge. The structure of the 
student model is shown in Table 1. 

In the process of student model training, there are two key 
parameters in knowledge distillation, namely the distillation tem-
perature T and a ratio called alpha.  

The temperature T can control the negative label ratio given 
by the teacher model. When T=1, the output of the teacher model 
is normal. As T increases, the output of the teacher model will 
increase the proportion of negative labels, and the student model 
can learn more information about negative labels. But the higher 
the temperature T is not the better. The higher the temperature T, 
the more negative label information the teacher model outputs. 
This requires a more complex student model to learn. 

Alpha is a ratio that represents the ratio between soft loss and 
hard loss. The larger alpha, the greater the proportion of soft loss. 
According to the previous research, student model tends to 
achieve good results when the soft loss is relatively high[9]. 

We tried many different combinations of T and alpha, and 
eventually in the system we submitted, T is set to 2, alpha is set to 
0.8. 

4. EXPERIMENTAL SETUP 

We conducted all experiments on a NVIDIA RTX 3090 GPU with 
24GB memory.  

In the training of the teacher model, we used several different 
data augmentation methods. It should be noted that the parameter 
alpha of Mixup is set to 0.4. In the feature map, we randomly mask 
16 frequency bins along the frequency axis and repeat twice. We 
use Stochastic Gradient Descent and introduce momentum. The 
maximum learning rate is 0.1, the minimum learning rate is 1e-6, 
and the momentum parameter is set to 0.9. We use the decay 
method of CosineAnnealing and let it restart the learning rate at 

3/7/15/31/63/127 epochs. The training lasts for a total of 255 
epochs. 

In the training of the student model, we set the Mixup param-
eter to 0.1. We use the Adam optimizer with a learning rate of 
0.001 and CosineAnnealing strategy. In addition, we also set an 
early stop mechanism to prevent overfitting. 

5. RESULTS 

In this section, we first show the performance of the teacher model 
and the student model, and show the output details of the student 
model in detail by calculating the confusion matrix. Secondly, we 
verify the effectiveness of the three channel combination features 
through simple ablation experiments. In addition, we also recorded 
the exploration process of parameter selection during knowledge 
distillation. 

We validated the performance of the teacher-student system 
on the development dataset[10] through experiments, as shown in 
Table 2. We set the distillation temperature to 2 and alpha to 0.8, 
and under the influence of the early stop mechanism, we can obtain 
a small student model within 100 epochs of training. Although the 
performance of the student model has slightly decreased, it still 
significantly outperforms the baseline system on S1~S6 devices. 
The specific output details are shown in Figure 1. 

We validated the role of three channel features through abla-
tion experiments. The experimental results are shown in Table 3. 
In our model structure, the performance of Log Mel was lower than 
expected. This is because we reduced the scale of the teacher 
model on the basis of the work of Tobias et al., which will lead to 
a decrease in the learning ability of the model[6]. The feat_m ob-
tained in the cepstrum domain can significantly improve the per-
formance of the model on different devices, which also proves the 
effectiveness of the previous derivation. When we introduce addi-
tional features from the other two channels, the model can learn 
more information from them. But when they work alone, their per-
formance ability is not good. The envelope lacks the high-fre-
quency information of the spectrum, while the fine structure lacks 
the low-frequency information, and both have an equally im-
portant impact on the classification results. 

Table 2 The performance of the teacher-student model 

  Teacher-model Student-model 

Devices Log loss Accuracy Log loss Accuracy 

A  0.911  66.3% 1.006 63.7% 

B  1.132  58.9%  1.390 51.7% 

C 1.091  63.4%  1.161 58.4% 

S1  1.242  55.4%  1.423 48.2% 

S2  1.281  55.9%  1.454 48.4% 

S3  1.175  56.8%  1.285 43.2% 

S4  1.423  50.5%  1.505 47.4% 

S5  1.333  52.0%  1.572 44.8% 

S6  1.538  48.3%  1.609 46.9% 

Average 1.228 56.4% 1.378 51.4% 
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Figure 1 Confusion matrix based on student model 

Table 3 Comparison of performance of different features 

 Features Log loss Accuracy 

Log Mel 1.638 43.3% 

feat_m 1.519 46.4% 

feat_e 1.731 41.7% 

feat_s 1.848 38.2% 

feat_m+ feat_e 1.437 48.9% 

feat_m+ feat_s 1.501 46.6% 

feat_m +  
feat_e+ feat_s 

1.378 51.4% 

Regarding the parameter selection of knowledge distillation, 
the relevant experimental results are shown in Table 4. All exper-
iments were based on three channel features. 

6. CONCLUSION 

In this technical report, we described our submission to Task 
1 of the DCASE 23 challenge. We add cepstrum analysis before 
traditional feature extraction. This signal processing method can 
weaken the device channel noise in advance. In addition, we also 
separated spectral envelope and fine structure in the cepstrum do-
main, and used these two as supplementary features. Experiments 
have shown that this is an effective combination feature. Based on 
the above feature, we trained a large-scale teacher model and then 
trained a student model that meets the challenge requirements 
through knowledge distillation. Through the calculation of NeSsi 
tool, our model requires 80.845K of memory, with a MACs value 
of 29.349M. The student model demonstrated good performance 
on the development dataset, with an accuracy rate 8.5% higher 
than the baseline system.  

Table 4 Parameter selection of knowledge distillation 

T \ alpha 0.6 0.7 0.8 0.9 

2 49.5 50.0 51.4 50.4 

3 48.5 48.2 50.6 49.1 

5 49.6 49.8 51.1 50.3 

10 47.9 49. 6 49.6 48.8 
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