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ABSTRACT

This technical report proposes an audio-text retrieval model
for DCASE 2023 language-based audio retrieval challenge.
We focus to overcome the shortage of data in this task. To
this end, we propose two approaches: the first involves gath-
ering large paired audio-text datasets, while the second em-
ploys various augmentation techniques such as PairMix and
Multi-TTA. Our experimental evaluations demonstrate the
effectiveness of these approaches, while achieving compet-
itive performance in audio-text multi-modal retrieval tasks.

Index Terms— Data augmentation, Audio-language
learning, Audio-text retrieval

1. INTRODUCTION

The 2023 IEEE AASP Challenge on Detection and Classifi-
cation of Acoustic Scenes and Events (DCASE 2023) Task
6, automated audio captioning and language-based audio re-
trieval challenge, presents a unique opportunity to explore
the retrieval of audio content based on associated textual in-
formation. However, one of the key challenges in this task is
the scarcity of annotated data, which limits the development
and performance of effective retrieval models. In this tech-
nical report, we propose an audio-text retrieval model that
aims to overcome the shortage of data and achieve competi-
tive performance in audio-text multi-modal retrieval tasks.

To address the data scarcity issue, we propose two com-
plementary approaches. The first approach involves gather-
ing large paired audio-text datasets, where each audio sample
is associated with corresponding textual information. By col-
lecting a substantial amount of such paired data, we aim to
enhance the model’s ability to learn meaningful audio-text
representations and improve its retrieval performance.

In addition to the collection of paired audio-text datasets,
our second approach incorporates various augmentation
techniques. Specifically, we employ techniques such as Pair-
Mix and multi-level test-time augmentation (Multi-TTA) to

artificially expand the diversity and size of the training data.
PairMix combines segments of audio from different pairs to
create new instances, while Multi-TTA applies diverse trans-
formations to the audio and text inputs during inference.
These augmentation techniques enable the model to general-
ize better and improve its ability to handle unseen audio-text
pairs during retrieval.

To evaluate the effectiveness of our proposed approaches,
we conducted comprehensive experimental evaluations on
the DCASE 2023 language-based audio retrieval challenge
dataset. Our experiments demonstrate the benefits of both
large paired audio-text datasets and augmentation techniques
in enhancing the performance of the retrieval model. More-
over, our proposed model achieves competitive results in
audio-text multi-modal retrieval tasks, highlighting its poten-
tial for practical applications in audio content retrieval.

The remainder of this technical report is organized as
follows. Section 2 describes the methodology and architec-
ture of our proposed audio-text retrieval model. Experimen-
tal setup and results are presented in Section 3, followed by
a discussion of the findings in Section 4. Finally, Section
5 concludes the report and outlines future directions for re-
search in this area.

2. SYSTEM DESCRIPTION

2.1. Augmentation

2.1.1. Uni-modal Augmentation

Our augmentation strategies for audio include applying
Gaussian noise at the waveform level with a probability of
0.5. Spectrogram-level audio augmentation was also imple-
mented using SpecAugment [1], which is incorporated in our
baseline model. In addition, two strategies were used for
text augmentation. We first applied Easy Data Augmentation
(EDA) [2], which encompasses synonym replacement, ran-
dom insertion, random swapping, and random deletion. Fur-



Detection and Classification of Acoustic Scenes and Events 2023 Challenge

thermore, we utilized ChatGPT1 for paraphrasing captions,
thereby enhancing the diversity of our captions. We used the
method suggested in WavCaps [3] as a prompt to generate
paraphrased captions. Note that the GPT-based caption re-
placement was only employed in AudioCaps and Clotho.

2.1.2. Multi-modal Augmentation: PairMix

In [4], PairMix, which mixes randomly selected raw images
and concatenates their corresponding texts was introduced. It
begins by randomly selecting N audio-text pairs (ai, ti)

N
i=1,

each consisting of audio ai and text ti. It then mixes each
modality separately to create a new audio-text pair. Pair-
Mix probabilistically applies either waveform-level or mel
spectrogram-level audio mixup to produce a new mel spec-
trogram, denoted ŝ. Finally, PairMix constructs a new audio-
text pair (ŝ, t̂) by concatenating the text.

2.1.3. Test-time Augmentation: Multi-TTA

Test-time augmentation (TTA) can enhance the generaliza-
tion of models by generating multiple predictions from aug-
mented inputs and then averaging these predictions. Tra-
ditional TTA techniques only average outputs derived from
augmented inputs. To exploit the full potential of TTA, we
use a multi-level TTA (Multi-TTA) approach by generalizing
the conventional TTA. Unlike traditional TTA which applies
augmentations at a single layer, Multi-TTA selects multiple
layers for TTA, thus allowing augmentations to be aggre-
gated at different layers.

2.2. Dataset

Four datasets were used for training and evaluation.
Clotho Clotho v2 [5] is a dataset officially evaluated by

challenge and used for training and evaluation. In both devel-
opment and validation sets, five captions are assigned to one
audio. The development set consists of 3,839 audio, 19,195
captions, and the validation set consists of 1,045 audio and
5,225 captions.

AudioCaps AudioCaps [6] is subset of Audioset [7] and
is a dataset that has been annotated through crowd-sourcing
of audio files. Train-set are used to train the model, and both
audio and capture consist of 45,743 files each.

WavText5K The WavText5K [8] data was sourced from
two websites: BigSoundBank2 and SoundBible3. We used
total of 3,685 audio and text parallel datasets for training
model.

WavCaps WavCaps [3] is weakly-labelled audio cap-
tioning dataset created by ChatGPT. A total of 363,678
audio-text paired datasets were used to train the model.

1https://openai.com/blog/chatgpt
2https://bigsoundbank.com/
3https://soundbible.com/

2.3. Model

In alignment with previous research, our model employs an
audio and language encoder architecture combined with a
contrastive loss function. We utilize weights from the pre-
trained audio neural networks (PANNs) [9] for the audio en-
coder. These networks have been trained on the AudioSet,
which is currently the most extensive audio tagging dataset
available. The PANNs, based on ResNet38, are capable of
extracting broad representations from a wide range of au-
dio clips. For the text encoder, we initialize our model
with weights from the Bidirectional Encoder Representations
from Transformers (BERT) [10]. The [CLS] token in the last
layer serves as a text embedding. To further optimize our
model, we allow both the audio and text encoders to be train-
able by unfreezing them. Additionally, we incorporate two
fully connected layers into the architecture to capture the re-
lationship between the audio and text data.

3. EXPERIMENTS

3.1. Experimental Setup

Before training, all audio data were downsampled to a rate
of 16000 Hz. During the pre-training phase which utilizes
all four datasets, models were trained for 80 steps, with each
step consisting of 540 data pairs. For fine-tuning which
only uses Clotho dataset, the models were trained over 30
epochs, with a consistent batch size of 32 for all models. The
AdamW optimizer, with a weight decay of 10−6, was used
and the learning rate was set to 10−5 for both the pre-training
and fine-tuning phases. During pre-training, all models were
exposed to Gaussian noise, SpecAugment, Easy Data Aug-
mentation (EDA), ChatGPT-based caption paraphrasing, and
PairMix. When it came to fine-tuning, we used two distinct
approaches: one model applied only SpecAugment, while
the other model employed all types of augmentations.

3.2. Result

We made four submissions to the challenge, which are de-
tailed below:

• Submission 1: Models were pre-trained on all four
datasets using uni-modal and multi-modal augmenta-
tions, then fine-tuned on Clotho using only SpecAug-
ment. The test data underwent augmentation with
SpecAugment, and the results were aggregated using
multi-TTA. We performed middle-level aggregation on
five samples and output-level aggregation on ten sam-
ples.

• Submission 2: Models were pre-trained on all four
datasets using uni-modal and multi-modal augmenta-
tions and then fine-tuned on Clotho also with every aug-
mentation applied in pre-training. The test data was aug-
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mented with SpecAugment and the results were ensem-
bled using multi-TTA, with middle-level aggregation at
five samples and output-level aggregation at ten samples.

• Submission 3: Models were pre-trained on all four
datasets using uni-modal and multi-modal augmenta-
tions, then fine-tuned on Clotho with only SpecAugment
applied. For the test data, we applied SpecAugment and
used multi-TTA to ensemble the results. Both middle-
level and output-level aggregations were conducted at a
single sample each.

• Submission 4: Models were pre-trained on all four
datasets using uni-modal and multi-modal augmenta-
tions and then fine-tuned on Clotho also with every aug-
mentation applied in pre-training. We augmented the test
data with SpecAugment and used multi-TTA to ensem-
ble the results, performing both middle-level and output-
level aggregations at one sample each.

The outcomes for each submission are displayed in Table
1. All our models surpass the performance of the baseline
model provided in the challenge. Upon comparing the mod-
els that used all types of augmentations in the Clotho fine-
tuning (Submissions 2 and 4) with those that solely applied
SpecAugment (Submissions 1 and 3), we found that the latter
delivered superior results. A possible explanation for this is
that the Clotho dataset is relatively small, and therefore the
introduction of too many augmentations may inadvertently
interfere with learning the inherent relationships present in
the dataset.

4. CONCLUSIONS

Our technical report has introduced a novel audio-text re-
trieval model, specifically designed to address the DCASE
2023 language-based audio retrieval challenge. Recognizing
the critical obstacle of data scarcity, we suggested two key
approaches to solve this issue. The first strategy involved
the collection of substantial paired audio-text datasets to cre-
ate a more robust and representative database for our model
to learn from. The second strategy applied various data aug-
mentation techniques, notably PairMix and Multi-TTA, to in-
crease the variability and overall richness of our dataset. Our
empirical evaluations have demonstrated the validity and ef-
fectiveness of these strategies, attesting to their potential to
substantially enhance the capabilities of audio-text retrieval
models. Our model demonstrated robust performance across
different audio-text multi-modal retrieval tasks.
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