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ABSTRACT

In this paper, we describe our submissions for DCASE 2023 Chal-
lenge Task 2. For solving anomalous sound detection problem, an
ensemble system with gan and auto-encoder model are proposed.
Spectrograms and log-mel energies are used to train models. As a
result, the proposed systems achieved a better performance than the
baseline models.

Index Terms— DCASE, Anomalous Sound Detection, Auto-
Encoder, Log Mel Energies

1. INTRODUCTION

Error-free operation of the machines guarantees good production
quality and efficiency in industry. The timely detection and thus
maintenance of the machines prevent human casualties and huge
economic losses to companies [1]. In addition, real-time detection
for machines greatly reduces the input of manpower. The main
signs of a fault devices condition are abnormal sound, abnormal
vibration and abnormal overheating. Abnormal sound detection
(ASD) has been widely used in the industrial [2], medical [3] and
environmental fields [4]. Mechanical operation is often accompa-
nied by acoustic events. Tanglesome and heavy sound indicates pos-
sible equipment malfunction. In [5], acoustic features performed
better than vibration features for fault detection of machines, while
performed as well as heat at a lower cost for data acquisition with
microphone. Therefore, the sound provides significant and inexpen-
sive evidence for detecting the condition of machines.

The DCASE 2023 Challenge Task 2 has released a task to de-
tect anomalous state of the target machine using the sound data [6].
Different from other tasks, this is a unsupervised task. Develop-
ment dataset contains only seven types of normal machine sound
(fan, gearbox, bearing, slide rail, toy car, toy train, valve) and is
completely different with additional training dataset and evalua-
tion dataset (Vacuum, ToyTank, ToyNscale, ToyDrone, bandsaw,
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grinder and shaker). There are four requirements that we need to
comply with, which makes the task more challenge. First, the model
is trained on the development dataset as rare abnormal sounds ex-
ist in the real world. Second, because machine anomalies occur at
any time, we need to detect anomalies regardless of domain shifts.
Third, hyperparameters are obtained during training stage and are
forbidden adjust in the later stages due to the first requirement. Last,
machine types and sound data are limited.

The official has proposed a simple auto-encoder (AE) based im-
plementation combined with selective Mahalanobis metric as the
baseline system [7]. Moreover, Jiang et al. [8] has released a
AEGAN-AD model in which the generator (also an auto-encoder)
was trained to reconstruct input spectrograms. The model per-
formed best among all generative models provided the official with
a general improvement of 3.84 %. To this end, we develop three
methods based on the above two models to deal with this challenge.

The remainder of this article will be organised as follows:
Firstly, we give the information of the used database in Section 2.
Then, the experimental setup and results are presented in Section 3
and Section 4, respectively. Finally, we draw a conclusion in Sec-
tion 5.

2. DATASET

All experiments are conducted on the databases provided by the
DCASE 2023 Challenge Task 2, which contains development
dataset for obtaining the hyperparameters, the additional training
dataset for training the model and evaluation dataset for testing the
model [9, 10]. The development dataset are completely different
from the additional training and evaluation dataset. The data of fan,
gearbox, bearing, slide rail and valve in the development dataset are
from the MIMII DG dataset [9]. ToyCar and ToyTrain are from
the ToyADMOS2 dataset [10]. The additional training dataset and
evaluation dataset are required on the DCASE 2023 Challenge web-
site, which includes seven types of sound, i. e. Vacuum, ToyTank,
ToyNscale, ToyDrone, bandsaw, grinder and shaker. All sounds
were sampled at a sampling rate of 16 kHz. Different from past
challenges, this task is need to be performed under the conditions
that the acoustic characteristics of the training data and the test data
are different (i. e., domain shift).
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3. EXPERIMENT SETUP

3.1. Neural network architecture

We experiment three models to handle the task. First, we use the
auto-encoder proposed by the official to do the classification task,
which outperform in some audios than other auto-encoder networks.
Then, an auto-encoder networks is improved to achieve better clas-
sification results based on the model. In addition, we also experi-
ment a latest network, AEGAN-AD, which also has been designed
and used for DCASE 2022 Challege Task 2 proposed by Jiang et
al. [8].

3.2. Training setup

All experiments implementations are based on pytorch. In training
stage, the AEGAN-AD model and AE model have different set-
tings, respectively. We display the settings in Table 1.

Table 1: The training settings for AEGAN-AD and Auto-Encoder
models.

AEGAN-AD Auto-Encoder

epoch 60 100

batch size 512 256

learning rate 0.0002 0.001

feature spectrogram log-mel energies

3.3. Submissions

For the different characteristics, we adopt the ensemble strategy to
improve the overall performance. In our experiments, we divide the
audios from different categories into different groups, which can be
seen in Table 2. The details of the submitted systems for evaluation
dataset are shown in Table 3.

Table 2: The divided groups of all audios. The audios from devel-
opment dataset and evaluation dataset are grouped, respectively.

Development dataset
Group1 bearing, fan, gearbox, slider

Group2 ToyCar, ToyTrain, valve

Evaluation dataset

Group3 bandsaw, grinder, shaker

Group4 ToyNscale

Group5 ToyTank, Vacuum

3.4. Anomaly score

In our experiment, we find that the results calculated by different
anomaly scores are various for different audios. Because only nor-
mal samples are available in the training dataset and the type in the
training dataset are completely distinct with the evaluation dataset,
the mean square error (MSE) and the Mahalanobis distance (MA-
HALA) were used to calculate the anomaly scores to detect abnor-
mal samples for auto-encoder models in DCASE 2022 Challenge
Task 2. In order to get the best performance of our system, we ap-
ply the two metrics to different groups.

Table 3: The ensemble systems details. Model1: AEGAN-
AD (metric: G z cos max). Model2: AEGAN-AD (metric:
G x 1 min). Model3: Baseline model with LeakyReLU (metric:
the Mahalanobis distance). Model4: A layer is added to the base-
line model and all of the connection dimensions are replaced by 128
(metric: the mean square error).

Model1 Model2 Model3 Model4

system1
Group3 Group4

Group5

system2
Group3 Group4

Group5

system3
Group3 Group4

Group5

system4
Group3 Group4

Group5

4. RESULTS

According to the requirements in DCASE 2023 Challenge Task 2,
we only present the results of the development dataset. Table 4
shows the AUC of source domain and target domain of all seven
machines. Simultaneously, we display the pAUC (p = 0.1) for
all machines across all domains. As a comparison, we provide the
baseline results experimented in our computers.

From the table 4, it can be seen that AEGAN-AD obtains better
overall metrics than the other three systems on most machine classi-
fication tasks, but lacks the ability to classify valve effectively. The
second system is AE, which performs best to classify the value par-
ticularly. In summary, both AEGAN-AD and AE are more robust
systems than baseline.

5. CONCLUSION

In this work, we have presented four systems to solve ASD problem
for DCASE 2023 Challenge Task 2. Then, the ensemble systems
are used to achieve the best results according to experience. We
compared the performances of our systems with the official bench-
mark model. The results showed that our systems outperformed the
baseline. Combining all the results, AEGAN-AD is the most steady
system for this challenge.
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Table 4: Anomaly detection results of different models on the evaluation dataset. AUC (source): The AUC of the source domain (%). AUC
(target): The AUC of the target domain (%). pAUC (src & tgt): The pAUC (partial AUC) is calculated as the AUC over a low false-positive-
rate range [0, 0.1] of source domain and target domain (%).

system metrics bearing fan gearbox slider ToyCar ToyTrain valve

baseline
AUC (source) 65.92 80.19 60.31 70.31 70.10 57.93 55.35

(MSE)
AUC (target) 55.75 36.18 60.69 48.77 46.89 57.02 50.69

pAUC (src & tgt) 50.42 59.04 53.22 56.37 52.47 48.57 51.18

baseline
AUC (source) 65.16 87.10 71.88 84.02 74.53 55.98 56.31

(MAHALA)
AUC (target) 55.28 45.98 70.78 73.29 43.42 42.45 51.40

pAUC (src & tgt) 51.37 59.33 54.34 54.72 49.18 48.13 51.08

AEGAN-AD

AUC (source) 75.48 81.32 73.80 89.10 78.22 70.66 43.18

AUC (target) 67.70 62.56 69.74 67.38 54.44 59.04 43.04

pAUC (src & tgt) 58.00 59.42 59.84 64.11 49.68 51.26 49.05

AE

AUC (source) 63.24 84.60 72.86 82.04 70.64 61.48 67.48

AUC (target) 56.08 59.32 74.06 75.74 48.74 59.62 62.62

pAUC (src & tgt) 51.21 64.32 58.89 59.42 51.16 48.84 55.00


