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Abstract
This technical report describes our proposed system for Task

1 in Detection and Classification of Acoustic Scenes and Events
(DCASE) 2023. We design a teacher model based on blueprint sep-
arable Convolution (BSConv) with reference to the middle layer
of the blueprint separable residual network. To meet the require-
ments of system complexity, we adopt knowledge distillation to
teach student models from teacher model. Data augmentations (e.g.,
Mixstyle, SpecAugment, and spectrum modulation) are applied to
prevent overfitting. When evaluated on the development data, one
of the proposed systems obtains the accuracy score of 54.9% and
has 73,386 parameters with 13.18 million multiply-and-accumulate
operations.

Index Terms— Knowledge distillation, blueprint separable
residual network, blueprint separable convolution, Mixstyle, acous-
tic scene classification

1. INTRODUCTION

Acoustic scene classification (ASC) is a task to classify each
input audio recording into one class of pre-given acoustic scenes.
As an important task in Detection and Classification of Acoustic
Scenes and Events (DCASE), ASC has attracted a lot of attention
from researchers in the community of audio and acoustic signal pro-
cessing in recent years [1–4]. This task is a continuation of the ASC
task from DCASE2022 challenge editions, with modified memory
limit and added measurement of energy consumption.

Some lightweight networks (such as MobileNet) has deep sep-
arable convolution (DSC), which consists of depthwise (DW) and
pointwise (PW) parts to extract special feature maps. The DSC has
a lower number of parameters and computational costs than con-
ventional convolution. The architectures based on DSC, implicitly
rely on cross-kernel affinity. The researchers have found that stan-
dard convolution can be separated more efficiently based on corre-
lations within the kernel [5]. Blueprint Separable Residual Network
(BSRN) [6] also uses blueprint separable convolution (BSConv) to
get more efficient performance.

This technical report describes our work to marry the concepts
of BSRN-based teacher models and BSConv network in a knowl-
edge distillation (KD) framework. The rest of this report is orga-
nized as follows. In section 2, we introduce the proposed method
for low-complexity ASC. Experiments on the development data are
presented in section 3 and conclusions are drawn in section 4.

2. THE METHOD

Convolutional neural networks with attention mechanisms are
attracting more and more attention because of their efficiency and
effectiveness. However, there are still redundant parts in convo-
lution operations. Existing methods for ASC generally have the
characteristics of large model size and heavy computational load.
For real-world scenarios where practical inference speed is more
important, lightweight and effective methods are preferred. The
lightweight BSNR mainly aims at optimizing convolutional opera-
tions and introducing effective attention modules, and has achieved
good results in the field of image super resolution, especially the
feature extraction modules.

KD can be used to generate a small model using the supervi-
sion information of a large model with better performance. A pre-
trained model is used as the teacher model, and the trained teacher
model is used to guide the training of the student model. In this
work, We use KD in its original form. The framework of our
method is shown in Figure 1.

Figure 1: The framework of our method. We bring together BSRN
teacher models and a low-complexity BSConv-CNN in the KD
framework.

2.1. Teacher Model

The teacher model is Based on BSRN, whose architecture is
shown in Figure 2. We designed a new blueprint separable residual
structure layer (BSRNLayer). After inputing the Log-Mel spectro-
gram, simple feature extraction is performed by standard convolu-
tion, and then input into the BSRNLayer for deep feature extraction.
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Figure 2: Structure of teacher model.

In the BSRNLayer , the features are gradually refined through four
feature distillation blocks, and then the features are spliced into 64
dimensions in the channel dimension. In order to make full use of
all deep features, 1 × 1 convolution and Gaussian Error Linear Unit
(GELU) activation are used after the tandem operation, and the fea-
tures produced at different layers are fused and mapped. BSConv
is used to refine the features, the input and distillation features are
fused to the next layer. Finally the results are output by the fully
connected layer.

An efficient separable distillation block generally consists of
3 stages: feature distillation, feature condensation and feature en-
hancement. In the first stage, for an input feature, the feature dis-
tillation can be formulated by BSConv, and this stage refines the
coarse feature step by step. In the feature condensation stage, the
distilled features are concatenated together and then condensed by
a 1 × 1 convolution. For the last stage, to enhance the representa-
tional ability of the model while keeping efficiency, we introduce a
contrast-aware channel attention block.

2.2. Student Model

The student model is a blueprint separable convolutions net-
work, whose architecture is shown in Figure 3. The audio feature
is fed into a 3 × 3 blueprint convolution with a 2 × 2 stride, and
further transformed at several BSConvLayers and max pooling lay-
ers. Before the second max pooling, a 3 × 3 BSConv is adopted to
improve the feature maps. Finally, the prediction vector is output
by a fully-connected layer. The last fully-connected layer outputs a
10-dimensional vector.

DSC is a channel-by-channel convolution and a weighted com-
bination in the deep direction. BSConv is a weighted combination
of deep directions and a channel-by-channel convolution. Briefly,
the order of DW and PW is swapped.

As shown in Figure 4, the BSConvLayer consists BSConv,
batchnorm and Rectified Linear Unit (ReLU). After ReLU activa-
tion, the original input with the activated output will be together fed
into the next layer.

Figure 3: The architecture of student model.

Figure 4: Structure of BSConvLayer.
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3. EXPERIMENTS

3.1. Experimental Setup

The development dataset consists of training subset and vali-
dation subset. The development dataset contains audio recordings
from 10 cities and 9 devices: 3 real devices (A, B, C) and 6 sim-
ulated devices (S1-S6). Audio recordings recorded by devices B,
C, and S1-S6 are composed of audio segments that are randomly
selected from simultaneous recordings. Hence, all of these audio
recordings overlap with the audio recordings from device A, but not
necessarily with each other. The total amount of audio recordings
in the development dataset is 64 hours. Some devices appear only
in the validation subset.

The file information of all audio recordings are as follows:
44.1 kHz sampling rate, and mono channel. Audio recordings are
first divided into frames via a Hamming window whose length is
4096 with 25% overlapping. Short-time Fourier transform is then
performed on each frame for obtaining linear power spectrum which
is finally smoothed with a bank of triangular filters for producing
log-Mel spectrogram. The center frequencies of these triangular fil-
ters are uniformly spaced on the Mel-scale. In addition, to enhance
the discriminative ability of audio feature, the delta coefficients of
the Log-Mel spectrogram are calculated. Then, they are stacked
along channel axis and used as the input feature of the model. The
final size of input features is: 256 × 44 × 2, where 256, 44 and 2
represent numbers of frequency-band, frame and channel, respec-
tively.

The teacher model is trained 100 epochs with a batch size of
32 whose size is set to twice the size of the student model. We train
both the teacher model and student model using the entire develop-
ment set on the original cross-validation setup.We use RAdam [7]
with a weight decay of 0.001. We use the checkpoint with the high-
est validation accuracy as the best model.

To prevent overfitting and improve robustness, we have
adopted several data augmentation (DA) methods. These methods
are performed in the time-frequency domain during training.

• Mixstyle: Zhou et al. [8] proposed a new method for instance-
level feature statistics based on probabilistic mixed cross-
source domain training samples, called MixStyle. The effect
of MixStyle can be regularized by a second parameter p, which
controls the probability of whether MixStyle is applied to a
batch of recordings. For both teacher and student models, we
apply MixStyle to the input. We also set several parameters p
to get the teacher model with better performance.

• SpecAugment [9]: SpecAugment is a commonly used DA
technique in ASC, which includes functional warping, fre-
quency channel masking blocks, and timestep masking blocks.
We apply two masking lines for each dimension, and the max-
imum thickness of one line is 2.

• Spectrum Modulation: As the spectrum modulation was con-
firmed to be very effective in the submission of the DCASE
2022 challenge [10], we used the same method. Most of the
provided datasets were recorded using device A. Therefore, the
data are imbalanced. We dealt with this problem by applying a
frequency energy difference to the data of non-device A.

3.2. Experimental Results

The validation set for the development dataset contains 29680
audio clips, and there are new devices. We calculate the overall

accuracy and evaluation indexes, such as log-loss on development
dataset. Table 1 shows results of teacher models trained downstream
on TAU Urban Acoustic Scenes 2023 Mobile development dataset
on the provided development set split. α and p denote the MixStyle
configurations. MixStyle configuration (α = 0.4, p = 0.5) achieves
the best results in terms of validation loss. Averaging the logits
of multiple tearcher models of different configurations (denoted as
teacher ENSEMBLE) further improves the results. We use model
ensembles as teacher models.

We also try to change the input size for the student model as
shown in the Figure 5, and better result is obtained when the input
feature is with 256 dimensions. We observe that higher number
of Mel bins (higher dimensions of frequency-band) leads to better
results. Finally, we adopt 256 dimensions of frequency-band and
deltas as inputs at 44.1 kHz.

Figure 5: Mel spectrogram tuning. These results were obtained with
4096 STFT.

Table 1: Results of teacher models trained downstream on TAU
Urban Acoustic Scenes 2023 Mobile development dataset based on
the provided development set split.

Teacher models settings Accuracy Log Loss

α=0.3, p=0.2 0.605 1.182

α=0.3, p=0.5 0.601 1.177

α=0.4, p=0.2 0.608 1.190

α=0.5, p=0.2 0.606 1.166

Ensemble 0.627 1.071

The configurations and the final results on the development set
split are reported in Table 2. Figure 6 shows the accuracy of the
best results in Submission 1 for each class. Although the accuracy
scores for Bus, Park, and Street Traffic are relatively higher, Street
pedestrian is not accurately classified.
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Table 2: Methods and results with regard to the development dataset for each system. MixStyle describes the respective configurations when
training the student model. T and λ denote temperature and the weight of the distillation loss. We perform quantization aware training (QAT)
to convert weights and all computations of the final low-complexity model to INT8 type.

Number T, λ, KD Mixstyle QAT Parameters MACs Accuracy Log Loss

1 3, 250,! α = 0.3, p = 0.2 ! 73,386 13.180M 55.6% 1.182
2 % α = 0.3, p = 0.2 ! 73,386 13.180M 54.3% 1.243
3 3, 250,! α = 0.4, p = 0.2 ! 73,386 13.180M 55.5% 1.320
4 % α = 0.4, p = 0.2 ! 73,386 13.180M 54.5% 1.305

Figure 6: Accuracy confusion matrix for the validation data of Sub-
mission 1.

4. CONCLUSION

In this technical report, we described a system for the low-
complexity ASC Task 1 of DCASE challenge 2023. The network
architecture is based on the BSRN-based models with knowledge
distillation. We tried to improve the performance of the proposed
systems by applying DA. The accuracy of the submitted system is
12% higher than the baseline on the development dataset.
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