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ABSTRACT

This paper presents our efforts for DCASE2023 Challenge Task?2.
We explore three schemes: (1) sound anomaly detection based
on state-of-the-art image processing techniques with machine type
classifiers, (2) anomaloous detection based on the same image pro-
cessing in addition to the inpainting strategy, (3) anomaly detection
utilizing machine setting classification to enhance the performance,
and (4) anomaly detection by composing existing detectors in the
ensemble manner. Experiments were conducted to evaluate our ap-
proaches.

Index Terms— sound spectrogram, convolutional neural net-
work, masking, inpainting, classification, ensemble.

1. INTRODUCTION

Anomaly detection is a technique to detect abnormal data, using
statistics, machine learning and deep-learning technology. Since
there are high demands to predict or detect any failure in indus-
trial fields, many researchers have devoted their efforts to accom-
plish a high-performance anomaly detection technique. Nowadays
most anomaly detection schemes have employed deep learning. Al-
though we have succeeded to build good detection methods, there
are still several issues in this field; we need to adapt the prepared
detector to any circumstance different from the one in which the
detection model was trained; In terms of availability, it is also ex-
pected to build a detector for new machines using existing detectors
or data for different machines.

From these above standpoints, in this paper we propose
anomaly detection techniques for DCASE2023 Task2 [1]. We
investigate following approaches; (1) we apply state-of-the-art
anomaly detection schemes developed for image processing and
computer vision fields to sound spectrograms, incorporating ma-
chine type classification to improve the detection model, (2) we uti-
lize the same image processing as (1), not with the clssification but
with the inpainting scheme that is often used in the computer vision
field, (3) we involve another classifier, that is to predict the ma-
chine setting, to enhance anomaly detection performance, and (4)
we compose existing anomaly detection models for a new machine
type, just like an ensemble method.

We tested these methods using the DCASE2023 development
dataset. In this paper we also report the experimental results.
Among the above schemes, (1), (2) and (3) were evaluated respec-
tively. After that, we also investigated the performance based on
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Figure 1: Feature extraction from a sound spectrogram image.
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2. METHODOLOGY

We propose several approaches in this paper. Given audio data,
sound spectrograms are firstly obtained. We then explore some
strategies: image-based anomaly detection and combination of
other classifiers. Regarding the classifiers, we investigate machine
type classification and machine setting classification. In addition,
we apply an ensemble-based integration using anomaly detectors
developed above.

2.1. Sound anomaly detection using image processing

We firstly introduce an anomaly detection method based on image
processing. An image corresponding to given audio data can be
easily acquired. In addition, a lot of deep-learning-based image
processing techniques have been proposed in many tasks, including
anomaly detection. Thus, we believe that it is reasonable to employ
image processing to enhance the anomaly detection performance
and robustness.

2.1.1. Imaging

First of all, the same acoustic processing in the baseline is carried
out, followed by converting audio waveform into mel-spectrogram;
a 128x128 image is obtained. Note that standardization is per-
formed using mean and variance of the training data, not only to
training but also to testing data.

2.1.2. Anomaly detection

In the DCASE2022 sound anomaly detection task, it was shown
that classification using sections and machine types is effective [1].
There is only one section in this task for one machine, however,
machine type classification must be still useful. In our approach,
a ResNet18-based model [2] is chosen as a feature extractor, fol-
lowed by another model consisting of two linear layers and nonlin-
ear activation functions as a feature transformer. Figure 1 illustrates
the feature computation model. We build the model from scratch,
using the DCASE2023 data. The conventional cross-entropy loss
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Figure 2: An ensemble scheme using existing anomaly detectors and machine classifier.

is then adopted for model training, while several data augmenta-
tion techniques are applied, such as time masking and frequency
masking which are based on image processing, in addition to Gaus-
sian noise overlapping. Anomaly detection is finally carried out; a
Mahalanobis distance is calculated for a given feature vector using
mean vector and covariance matrix from normal data in the training
data set of particular machine type.

2.1.3. Inpainting

InTra [3] was proposed as one of image anomaly detection schemes.
The method firstly splits a given image into patches, followed by
masking one patch. After that, a model tries to reconstruct the
masked patch according to the remaining patches. The original In-
tra model composed a Transformer model [4], while we employed
a ResNet18-based model shown in Figure 1 instead. The model has
a Convolutional Neural Network (CNN) architecture. In addition,
the reconstruction model consists of nonlinear layers.

In our approach, we apply a 128 x2 mask that covers all the fre-
quency bins in two time frames. We randomly put the mask in all
the training images. As data augmentation, we only apply Gaussian
noise. When testing, we firstly create 64 masked images having
different mask positions from a given image. Next, we compute re-
construction errors for all the masked images. The average is finally
obtained as an anomaly score.

2.2. Anomaly detection utilizing machine setting classification

As discussed above, employing classification tasks simultaneously
is useful when building anomaly detection models. In spite that the
DCASE2023 data set has only one section, we found several ma-
chine settings for some machine types. Therefore, we try to intro-
duce a model predicting the setting type; in addition, we generate
simulated data from the original ones assuming different machine
settings such as speed or voltage.

2.2.1. Preprocessing

Similar to our first approach, we at first obtain a 128128 sound
spectrogram image. Before applying the imaging technique, we
transform the original waveform assuming the higher or lower fre-
quency based on different speed or voltage settings. We choose the

rate from 0.8 to 1.3, and the rate selected is also used as a label for
model training.

2.2.2. Anomaly detection

We adopt a CNN autoencoder based on VGG [5], in addition to
one linear layer as a classifier. We put a 3232 mask randomly on
an input training image, and the model is built so as to reconstruct
the masked part, and to predict the machine setting simultaneously.
Given a testing image, the model computes an intermediate vector
as an output of its encoder. We employ a Mahalanobis distance of
the obtained vector as an anomaly score.

2.3. Anomaly detection composing existing models

When developing a deep-learning-based anomaly detection system,
it is recommended to collect training data as much as possible.
However in practice, it is sometimes hard and there are highly de-
mands to overcome this issue. We think it might be possible to make
the anomaly detection model, by composing existing anomaly de-
tection models for the other machines, which are built using numer-
ous training data.

2.3.1. Model composing

For the DCASE2023 Task2, there are seven machine types in-
volved in the development set. In the additional training and testing
datasets, we have the other seven machine types. In this study, we
try to compose anomaly detection models for the development set
to obtain a new model for one machine type in the former data sets.

First, we prepare anomaly detection schemes each for one ma-
chine type in the development set, to measure anomaly scores. Sec-
ond, for a given sound data sample, we train a classifier to predict a
machine type; the classifier outputs seven probabilities each which
corresponds to one machine type, e.g. valve, ToyTrain, and so on.
The outputs can be then regarded as similarity scores. Next, we put
sound data of one machine type, e.g. Shaker, Grinder, and so on,
in the additional training dataset into the classifier. By calculating
mean values of output results, we can estimate how the target ma-
chine type is close to each machine type in the development set.
Let us denote the weight for the i-th machine type by C;, subject to
their sum is 1.
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Table 1: AUC [%] for source data in baseline and proposed methods.

Machine Baselinel | Baseline2 Methodl | Method2 | Method3
ToyCar sec00 70.10 74.53 56.08 61.40 48.00
ToyTrain | sec00 57.93 55.98 58.92 52.00 61.52
bearing sec00 65.92 55.75 69.64 67.88 48.40
fan sec00 80.19 87.10 47.74 44.60 45.56
gearbox sec00 60.31 71.88 66.68 57.00 51.60
slider sec00 70.31 84.02 93.72 61.56 53.04
valve sec00 55.35 56.31 62.20 61.52 46.40

Table 2: AUC [%] for target data in baseline and proposed methods.

Machine Baselinel | Baseline2 Methodl | Method2 | Method3
ToyCar sec00 46.89 43.42 48.28 51.48 54.68
ToyTrain | sec00 57.02 42.45 59.08 69.96 48.48
bearing sec00 55.75 55.28 57.44 58.84 53.20
fan sec00 36.18 4598 53.68 50.60 44.80
gearbox sec00 60.69 70.78 66.04 60.92 54.44
slider sec00 48.77 73.29 96.72 53.44 47.00
valve sec00 50.69 51.40 55.12 33.00 41.00
Table 3: pAUC [%] in baseline and proposed methods.
Machine [ Baselinel | Baseline2 [[ methodl | method2 [ method3
ToyCar sec00 52.47 49.18 48.10 49.58 49.95
ToyTrain | sec00 48.57 48.13 49.26 50.11 54.37
bearing sec00 50.42 51.37 56.11 54.42 49.00
fan sec00 59.04 59.33 54.53 58.32 47.74
gearbox sec00 53.22 54.34 55.58 51.58 53.74
slider sec00 56.37 54.72 81.16 58.95 50.26
valve sec00 51.18 51.08 54.11 50.11 50.26

Finally, by using the values and anomaly detectors mentioned
above, we can now compute an anomaly score for a given sample x
in the testing dataset as:

7
Acomposed(x) = Z CzAz(l) (1)

i=1

where A;(x) represents an anomaly score obtained from the i-th
machine type. Figure 2 depicts the overview diagram of the above
process.

Note that, in this paper we use a pretrained ResNet50 model
for ImageNet as the classifier, by modifying the last layer to adjust
our task. We then updated all the parameters in the model using the
DCASE?2023 development dataset.

3. EXPERIMENT

We conducted experiments only using the development set to eval-
uate our methods explained in the last section. Regarding the last
approach, it is impossible to apply the scheme as it is because we
do not know the correct label for the test dataset, we estimated the
performance in the development set instead; we chose two machine
types as target ones, for each which an anomaly detector was com-
posed using those for the rest five machine types.

Tables 1 and 2 show AUC results for source and target data,
respectively. And Table 3 indicates pAUC results for all seven

Table 4: AUC [%] for source data in baseline and ensemble systems.

Machine Baselinel | Baseline2 Ours
ToyTrain | sec0O0 57.93 55.98 || 34.36
valve sec00 55.35 56.31 51.36

Table 5: AUC [%] for target data in baseline and ensemble systems.

Machine Baselinel | Baseline2 Ours
ToyTrain | sec0O0 57.02 42.45 || 62.28
valve sec00 50.69 51.40 || 44.76

machine types in the development dataset. In these tables “Base-
linel” and ”Baseline2” indicate baseline systems provided by the
task organizer; the former is the autoencoder-based approach, while
the latter uses a Mahalanobis distance. In addition, “Method1”
corresponds to a scheme using machine type classification with a
Mahalanobis distance mentioned in Section 2.1, “Method2” indi-
cates a method using inpainting also introduced in Section 2.1, and
“Method3” is based on the machine settings classification method
explained in Section 2.2.

Next, we evaluated AUC and pAUC using our ensemble-based
strategy proposed in Section 2.3. In this case, we employed
anomaly detectors based on the inpainting strategy. The target ma-
chine types are ToyTrain and valve, each of which anomalous detec-
tion was composed from those for the other five machines. Tables 4
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Table 6: pAUC [%] in baseline and our ensemble systems.

Machine [ Baselinel | Baseline2 ]| Ours
ToyTrain | sec00 48.57 48.13 || 50.32
valve sec00 51.18 51.08 52.11

and 5 represent AUC results for source and target data, respectively.
Table 6 finally shows pAUC results.
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