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ABSTRACT 

This report describes the system for DCASE 2023 Challenge 

Task 2, which aims to detect anomalous machine states through 

sound using machine learning methods, where the training da-

taset itself does not contain any anomalous examples. We con-

structed a method based on Generative Adversarial Networks 

(GAN). The system achieved the best score of 86.20% on the 

development dataset for the machine type "slider," while the 

corresponding baseline score based on autoencoders was 69.06% 

and 83.18%. 

Index Terms— Dcase, anomalous detection, machine 

learning, machine health monitoring 

1. INTRODUCTION 

DCASE Challenge 2023 Task 2[1,2]: First-shot Unsupervised 

Anomalous Sound Detection for Machine Condition Monitoring. 

In the First-shot ASD task, compared to previous years' tasks, 

systems will not be allowed to perform any hyperparameter 

tuning based on the performance metrics calculated with the 

ground truth, especially with anomalous samples provided for 

evaluating systems. In other words, the performance of the sys-

tem will be evaluated based on its ability to accurately detect 

anomalous sounds in a single pass without any opportunity for 

fine-tuning based on the evaluation dataset. And the set of ma-

chine types in the development dataset and evaluation dataset are 

completely different. 

 The AEGAN-AD[6] model trains the discriminator and gen-

erator using WGAN-GP[7] and feature matching loss techniques, 

respectively. It detects anomalies from two complementary per-

spectives: the generator-based reconstruction error and the em-

beddings extracted from the discriminator. These embeddings are 

then processed by traditional detection algorithms. 

 

 

 

 

 

 

 

2. BASELINE RESULTS 

 

In order to give a clear picture of the Challenge Task 2, we 

include the baseline scores on Table 1 and Table 2. To present 

the results succinctly, the results in all tables in this report pre-

sent only the harmonic mean of source AUC, target AUC and 

pAUC for each machine type. Here the harmonic mean is denot-

ed as h-mean. The data used in this challenge is 16 kHz, single-

channel audio. For more details, please see [3,4,5]. 

 

Table 1: Performance of the AE baseline method(MSE) (%) 

 AUC-s AUC-t pAUC 

ToyCar 69.22 45.44 50.21 
ToyTrain 59.30 56.70 48.26 
Bearing 66.12 55.00 50.16 

Fan 73.34 35.48 60.05 
Gearbox 60.46 61.78 53.79 

Slider 69.06 48.60 56.53 
Valve 55.82 52.04 54.53 

 

 

Table 2: Performance of the AE baseline method(MAHALA) (%) 

 AUC-s AUC-t pAUC 

ToyCar 73.82 12.68 49.37 
ToyTrain 54.60 42.30 47.84 
Bearing 65.24 54.04 50.11 

Fan 79.26 41.96 59.21 
Gearbox 72.42 72.08 55.21 

Slider 83.18 73.94 54.37 
Valve 55.06 52.20 51.16 

 

3. APPROACHES 

We design an autoencoder which reconstructs Mel spectrograms 

and complement it with a discriminator, resulting in a GAN 

model. The AEGAN-AD model modifies the generator to func-

tion as an autoencoder that reconstructs mel-spectrograms. 

Meanwhile, the discriminator, is trained to differentiate between 

real spectrograms and those that have been reconstructed. The 

structure of G can be seen as an upside-down deep convolutional 
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GAN (DCGAN), with the encoder of G serving as the discrimi-

nator of DCGAN, and the decoder of G serving as the generator 

of DCGAN. The structure of D is similar to the encoder of G, but 

with a depth-wise convolutional layer replacing the final layer to 

promote the extraction of semantic embeddings. The model 

adopts layer normalization (LN) to prevent the statistics of the 

source domain from masking those of the target domain, preserv-

ing distinguishable features and scalability for both domains. 

And the AEGAN-AD model uses the WGANGP approach 

to train the discriminator, but modifies the generator's loss func-

tion with a feature matching loss that focuses on the individual 

samples rather than the overall distribution. This approach avoids 

confusion in detecting anomalies by ensuring that both normal 

and anomalous samples are equally affected by the reconstruction 

error. To achieve this, the model extracts embeddings from the 

discriminator and compares the statistics of the real and recon-

structed distributions. The generator's loss function combines this 

statistical difference with the mean squared error to promote a 

deep understanding of the input spectrogram and improve ro-

bustness. The feature matching loss term helps prevent denoising 

tendencies in the generator. 

 

4. EXPERIMENTS AND RESULTS 

The AEGAN-AD framework initially calculates the mel-

spectrogram (with a 2048-point FFT and 128 mel filters) on a 

logarithmic scale. It then scales the result to the range of [-1, 1] 

by applying an affine transform and divides it into overlapping 

segments of 128x128 using a sliding window. Both networks use 

Adam optimizers with a learning rate of 0.0002. For the WGAN-

GP parameters, λ is set to 10, and ncritic is 1. The model trains 

for 60 epochs with a batch size of 512, and a set of parameters is 

saved for each type of machine. 

Each machine includes one sections, and each section is di-

vided into two domains, i.e., source and target. The audio signals 

are single-channel with around 10 seconds in length, and the 

sampling rate is 16 kHz. There are 990 training samples from the 

source domain and 10 training samples from the target domain. 

200 samples from both domains are used as the testing set, i.e., 

100 from the source domain and 100 from the target domain, 

whose domain information is not specified for testing. And our 

system results are shown in the table3. 

 

Table 2: Performance of the our method (%) 

 AUC-s AUC-t pAUC 

ToyCar 79.86 55.12 49.89 
ToyTrain 60.42 63.48 53.53 
Bearing 81.86 67.40 52.11 

Fan 64.44 81.94 63.21 
Gearbox 77.46 74.12 65.58 

Slider 86.20 81.54 62.53 
Valve 71.20 63.60 57.68 

 

5. CONCLUSION 

In this technical report, we have presented our system 

submitted for DCASE2023 challenge Task 2, which is an 

system based on GAN and AE models. The systems are 

evaluated on the official dataset of DCASE2023 challenge 

Task 2. The results show that all our systems can outper-

form the baseline systems. 
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