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ABSTRACT
This technical report describes our submission systems for Task
3 of the DCASE 2023 Challenge: Sound Event Localization and
Detection (SELD) Evaluated in Real Spatial Sound Scenes. Our
proposed solution includes data synthesis, data augmentation, and
track-wise model training. We focus on data generation and syn-
thesize multi-channel spatial recordings by convolving monophonic
sound event examples with multi-channel spatial room impulse re-
sponses (SRIRs) to overcome the problem of lacking real-scene
recordings. The sound event samples are sourced from FSD50K
and AudioSet. On the other hand, the SRIRs are extracted from
the TAU Spatial Room Impulse Response Database (TAU-SRIR
DB) dataset and computationally generated using the image source
method (ISM). Furthermore, we utilize our previously proposed
data augmentation chains, which randomly combine several data
augmentation operations. Finally, based on the manually synthe-
sized and augmented data, we employ the Event-Independent Net-
work V2 (EINV2) with a track-wise output format to detect and
localize up to three different sound events. These different sound
events can be of the same type from different locations. Our pro-
posed solution significantly outperforms the baseline method on the
dev-test set of the Sony-TAU Realistic Spatial Soundscapes 2023
(STARSSS23) dataset.

Index Terms— Sound event localization and detection, data
generation, Event-Independent Network, data augmentation chains

1. INTRODUCTION

Sound event localization and detection (SELD) aims to detect cat-
egories, presence, and spatial locations of different sound sources.
SELD characterizes sound sources in a spatial-temporal manner. It
can be used in various fields, such as robot auditory systems, in-
telligent home surveillance, assistive technologies, environmental
monitoring, and automotive systems.

In the first three iterations (2019-2021) of Task 3 of the Detec-
tion and Classification of Acoustics Scenes and Events (DCASE)
Challenge, the datasets of spatial sound events were computa-
tionally simulated, and these recordings were generated by con-
volving sound event examples with collected real-scene spatial
room impulse responses (SRIRs) [1–3]. In 2022, the datasets
of the challenge were transformed into real spatial sound scene

recordings. The Sony-TAu Realistic Spatial Soundscapes 2022
(STARSS22) dataset was manually annotated and released to serve
for DCASE2022 Task 3 [4]. This year the task remains similar to
the last iteration, evaluated on manually annotated recordings of real
sound scenes from the STARSS23 dataset1 used in DCASE 2023.
Compared to STARSS22, this version further includes simultaneous
360◦ video recordings for all the audio recordings and additional
source distance information in labels.

In this report, we still pay attention to the audio-only track,
continuing the SELD task setup of the previous year, where only
multi-channel audio signals are used while both training and eval-
uating. Due to expensive manual annotations, the development
set of STARSS23 is limited, compared with the synthetic datasets
used in the first three iterations of DCASE Challenge Task 3. Ex-
ternal datasets are allowed to improve model performance, so we
concentrate on data generation methods to mitigate the distribu-
tion difference between the training set and test set. We synthe-
size multi-channel spatial recordings by convolving single-channel
sound event examples with multi-channel SRIRs. The sound event
examples are sampled from FSD50K [5] and AudioSet [6], and then
cleaned to drop terrible data by PANNs [7]. On the other hand, the
SRIRs are sourced from the TAU Spatial Room Impulse Response
Database (TAU-SRIR DB)2 dataset and computationally generated
using the image source method (ISM) [8]. Additionally, we exploit
our previously proposed Event-Independent Network V2 (EINV2)
with data augmentation chains [9, 10]. Data augmentation chains
are combined by some augmentation operations, which are ran-
domly selected and linked in chain. EINV2 contains several event-
independent tracks, which means the prediction on each track can
be of any event type. EINV2 is adopted in our systems to make it
suitable for handling simultaneous sound events of the same type
from different positions.

2. THE METHOD

2.1. Event-Independent Network V2

Event-Independent Network V2 (EINV2) [11] consists of two
branches, sound event detection and direction-of-arrival (DoA) es-

1https://zenodo.org/record/7880637
2https://zenodo.org/record/6408611
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Figure 1: The architecture of the SELD network, which is a Conv-
Conformer network. The upper half (yellow boxes) is the SED task.
The lower half (blue boxes) is the DoA estimation task. The green
boxes sandwiched between SED branch and DoA branch indicate
soft connections between SED and DoA estimation.

timation. Both two branches have a Conv-Conformer architec-
ture, and they are connected by a soft parameter-sharing strategy
in multi-task learning. There are several event-independent tracks
in each of the branches, which yields several track pairs. Each track
pair can only predict a sound event with the corresponding DoA.
The track-wise output format should utilize permutation-invariant
training to tackle misaligned track problems between ground truth
and predictions of sound events.

The number of tracks must be pre-defined according to the max-
imum overlap. While higher numbers of overlapping events (up
to 6) can occur but are rare, occurrences of up to 3 simultaneous
events are fairly common. As a result, three tracks are adopted to
address up to three overlapped sound events. Our proposed network
is shown in Fig. 1

2.2. Data Augmentation Chains

We randomly sample k = 3 augmentation chains, each of which is
a random combination of augmentation operations. Augmentation
operations contain Mixup [12], Random Crop [13], SpecAugment
[14], and frequency shifting [15].

Mixup trains a neural network on convex combinations of pairs
of spectrogram and their labels. We use Mixup on both raw wave-
forms and spectrograms to improve the performance of detecting
overlapped sound events. Random Crop produces several rectangu-
lar masks on the spectrograms, while SpecAugment produces time
and frequency stripes to mask the spectrograms. Frequency shifting
in the frequency domain is similar to pitch shifting in the time do-
main, and it randomly shifts input spectrograms of all the channels
up or down along the frequency axis by several bands. Rotation of
First Order Ambisonics (FOA) signals is an additional augmenta-
tion method [16], excluded by augmentation chains. It rotates FOA
format signals and enriches DoA labels without losing physical re-
lationships between steering vectors and observers.

2.3. Data Generation

Development set STARSS23, which contains roughly 7.5 hours of
recordings, has less data compared with the development set in
DCASE 2021, which contains roughly 13 hours of synthetic record-
ings. [3]. Considering the complexity of the real-scene environ-
ment, we use additional datasets to improve model performance. As
there is very little publicly accessible FOA data recorded in line with
the official microphone setup, the data generation method plays a
crucial role in model training. We generated simulated data using
the generator code provided by DCASE3.

Samples of sound events are selected from AudioSet [6] and
FSD50K [5], based on the affinity of the labels in those datasets
to target classes in STARSS23. PANNs [7] are then exploited to
clean sound event examples. We use pre-trained PANNs to infer
these examples and select high-quality examples based on output
probability.

We use both extracted SRIRs from TAU-SRIR DB and com-
putationally generated SRIRs. TAU-SRIR DB contains SRIRs cap-
tured in various spaces at Tampere University. It was used for syn-
thetic datasets in DCASE 2019-2021. The computational genera-
tion method consists of two steps, RIRs simulation and Ambisonics
format converter.

The RIRs simulation is based on the image source method [8].
This method replaces reflection on walls with virtual sources play-
ing the same sound as the original source and builds an RIR from
the corresponding delays and attenuations. As the microphones
are mounted on an acoustically-hard spherical baffle in the official
setup, the frequency response of the h-th microphone with a wave
number of k on a rigid baffle of radius R for l-th image source is
obtained as:

Hhl (k, ψhl) =

∞∑
n=0

in(2n+ 1)bn(kR)Pn (cosψhl) (1)

where ψhl denotes the angle between the DoA of the l-th sound
source and the orientation of the h-th microphone, Pn denotes the
Legendre polynomial [17]. The bn is the mode strength term for a
rigid baffle array written as

bn(kR) =
i

(kR)2h
(1)′
n (kR)

(2)

where h(1)′
n denotes the derivate of the n-th-order spherical Hankel

function of the first kind [17].
Ambisonics format convertion transforms the above mentioned

MIC format signals to FOA format signals. The spherical harmonic
representation of the RIRs can be computed by using the following
encoding process [17, 18]:

a(k) = B(k)−1Y†x(k) (3)

with

B(k) =

 b0 0 0 0
0 b1 0 0
0 0 b1 0
0 0 0 b1

 (4)

where x(k) denotes MIC format signal, Y ∈ CM×(N+1)2 denotes
spherical harmony matrics, N is the order of spherical harmony,

3https://github.com/danielkrause/
DCASE2022-data-generator
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e.g.,N = 1 corresponds to FOA,M is the number of microphones,
(·)† represents the Moore-Penrose pseudo inverse, and a(k) denotes
FOA format signal.

Table 1: The SELD metrics of our proposed methods on dev-test
set of STARSS23. The dev-train set of STARSS23 is mixed into
synthetic training set by default. Only FOA format signals are used.

Datasets ER20◦ F20◦ LECD LRCD

Baseline Official 0.57 29.9 % 22◦ 47.7 %
System #1 A 0.481 47.3 % 16.1◦ 62.6 %
System #2 B 0.474 48.0 % 16.2◦ 63.7 %
System #3 B+C 0.475 48.7 % 14.9◦ 63.0 %

3. EXPERIMENTS AND RESULTS

We evaluate our proposed method on the dev-test set of STARSS23.
We generate a large amount of data using the abovementioned data
generation method, including 2700 1-minute clips from TAU-SRIR
DB (dataset A and B) and 50000 5-second clips (dataset C) from
computationally generated SRIRs, where the sound event exam-
ples of B and C are cleaned by PANNs. Table 1 shows the ex-
perimental results on different simulated datasets A, B, and C. The
official dataset means the synthetic mixtures for baseline training.
As shown in the table, according to System #1 and System #2, the
data-cleaning strategy has a positive effect on model training. By
comparing System #2 with System #3, computationally generated
SRIRs exactly enrich DoA labels and achieve further performance.

4. CONCLUSION

In this report, based on our previous EINV2 and data augmenta-
tion chains, we propose a data generation method. The spatial
sound events are simulated by convolving cleaned sound events
samples from FSD50K and AudioSet using PANNs with SRIRs
from TAU-SRIR DB and computational generation by ISM. Our
proposed method is evaluated in the dev-test set of STARSS23 and
outperforms the baseline systems significantly. The experiments
also show the effectiveness of the data generation method.
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