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ABSTRACT

Since the audio of many sound events contains rich high-frequency
components, the Log-Mel, which compacts the high-frequency
components seriously, cannot represent the essential feature of
sound event entirely. In this paper, the Log-Mel Spectrogram +
Intensity Vector (LMSIV) and Magnitude Spectrogram (MS) are
fused to solve this problem. First, the Cross-Feature Transformer
(CFT) is performed on each feature to inspire the other feature to re-
inforce itself through directly attending to latent relevance revealed
in the other feature to fuse the features while ensuring awareness
of their interaction introduced. Then Self-Attention Transformer
(SAT) is performed on the concatenation of the obtained embed-
dings to further prioritize contextual information in it. The experi-
mental results show that our proposed system outperform the base-
line system on the development dataset of DCASE 2024 task3.

Index Terms— sound event localization and detection, feature
fusion, cross-feature attention, transformer

1. INTRODUCTION

Sound Event Localization and Detection (SELD) is the task of iden-
tifying the different types of sound events that occur in audio and
locating where they are active [1]. Specifically, it consists of two
subtasks: Sound Event Detection (SED) and Direction-Of-Arrival
(DOA) estimation [1, 2]. SELD has a wide range of applications in
a variety of fields, such as smart home, security and surveillance,
and voice assistants [3, 4]. Through the use of microphone arrays
and sophisticated algorithms, SELD can provide a detailed under-
standing of sound event in the environment, achieving smarter and
more accurate responses to smart devices[5]. In the DCASE2023
Challenge task3 added estimating the distance of sound to the task.
The task currently consists of three subtasks namely DOA, SED and
source distance estimation.

In the early stage, the two subtasks of SELD were treated sep-
arately, and different models are designed for each task. The clas-
sic methods for SED task were based on Gaussian Mixture Models
(GMM) [6], Hidden Markov Models (HMM) [7, 8], Support Vec-
tor Machines (SVMs) [9], and Non-negative Matrix Factorization
(NMF) [10]. While for DOA task, the parametric methods were
based on Time-Difference-Of-Arrival (TDOA) [11], the Steered-
Response-Power (SRP) [12], Multiple Signal Classification (MU-
SIC) [13], and the Estimation of Signal Parameters via Rotational
Invariance Technique (ESPRIT) [14].

To enhance the performance of one task with the information
of the other task, and meet the requirements of real application sce-
narios, the SELD models were constructed to jointly predict the
SED and DOA. According to the joint strategy, SELD models can
be classified into three types: i) The SELD models with two par-
allel branches, each of which achieves SED or DOA task. In [15],
an end-to-end Convolutional Recurrent Neural Network (CRNN)
with two parallel branches was constructed for SELD. Each branch
achieves one task. ii) The SELD models with two parallel and one
parameter sharing branch. For example, in [16], besides the two
parallel branches for SED and DOA, another branch, which shares
the information between SED branch and DOA branch to achieve
event activity detection (EAD), is introduced to enhance both tasks,
especially in polyphonic sound event localization and detection sce-
nario. In [17], the hard parameter sharing strategy is replaced with a
soft parameter sharing to enhance the SED and DOA performance
further. iii) The SELD based on Activity Coupled Cartesian Di-
rection Of Arrival (ACCDOA) and Multi-ACCDOA. Considering
that the SELD models based on two or more branches have to bal-
ance the two objections during optimization, which increases the
system complexity and network size as well, ACCDOA represen-
tation, which assigns a sound event activity to the length of a cor-
responding cartesian DOA vector, is proposed [18, 19]. It makes it
possible to solve SELD task with a single target, avoid the necessity
of balancing the objections, and reduce the model size, at the same
time. So, the proposed model is based on Multi-ACCDOA.

The feature adopted will affect the performance of the SELD
greatly. Various feature extraction methods have been proposed for
SELD according to the formats of the input audio, First-Order Am-
bisonics (FOA) or multichannel Microphone Array (MIC) [2]. In
this paper, we focus on the feature extraction for FOA audio. At
present, Log-Mel Spectrogram and Intensity Vector (LMSIV) is one
of the most successful features designed for SELD task. However,
the Log-Mel Spectrogram will compact the high-frequency com-
ponent to a large extent, while many sound events, such as piano,
scream, and bell, have rich high-frequency components. So LMSIV
feature is not good enough to describe the properties of the sound
event entirely and precisely. Considering that Magnitude Spectro-
gram (MS) describes the content in all frequency bands of the sound
equally, it is fused with LMSIV in this paper for SELD task. Specif-
ically, first, the Cross-Feature Transformer (CFT) is performed on
each feature (LMSIV or MS) to inspire the other feature to rein-
force itself through directly attending to latent relevance revealed
in the other feature to fuse the feature while ensuring awareness
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of their interaction introduced. In addition, Self-Attention Trans-
former (SAT) is applied on the concatenation of the reinforced fea-
tures to further prioritize contextual information in it to enhance the
performance of SELD task further. Experimental results on the of-
ficial dataset of DCASE 2024 task3 Challenge demonstrate that the
proposed model outperforms the baseline system, and the introduc-
tion of both spectrogram and the fusion strategy contributes to the
performance enhancement of the proposed model.

2. METHOD

2.1. Feature Extraction

Both LMSIV and MS are adopted to represent the input audio sig-
nal.

• MS. Considering that many sound events contain rich high-
frequency components, MS is adopted to represent the input audio.
Specifically, Short-Time Fourier Transform (STFT) is performed on
the audio signal received by a microphone array of arbitrary geom-
etry in a real sound scene to obtain X(t, f) (see Eq. (1)); where t
and f are time and frequency indices, respectively:

X(t, f) =

L∑
l=1

Il(t, f)×H(t, f) +V(t, f) (1)

where L is the number of sound sources; H(t, f) is the frequency
domain steering vector; Il(t, f) and V(t, f) are the spectrogram
of l-th sound source signal and that of the noise component in the
environment where the source is located. The absolute value of
X(t, f), |X(t, f)|, is then calculated to obtain MS feature.

• LMSIV. The Log-Mel spectrogram, denoted as Ymel(t, k),
is calculated from X(t, f) with Eq. (2), where k is the mel index:

Ymel(t, k) = log
(∣∣X(t, f)∣∣2 ×Wmel

(
f, k
))

(2)

where Wmel is the mel filter. The audio in FOA format has four
channels, which contain the omnidirectional components of the au-
dio, the distribution of the audio in the left and right directions, the
distribution of the audio in the forward and backward directions,
and the distribution of the audio in the vertical direction, respec-
tively. The STFT of these four channels are denoted as XW (t, f),
XX(t, f), XY (t, f) and XZ(t, f), respectively. Then, the Inten-
sity Vector (IV) denoted as YIV (t, k), which is calculated based on
the differences in the intensities among different channels (see Eqs.
(3–4)), provides information of the relative intensity distribution of
the sound in each direction [2, 20, 21].

YIV (t, k) =
Y(t, f)

∥Y(t, f)∥2
×Wmel(f, k) (3)

Y(t, f) = − 1

ρ · c Re

X∗
W (t, f)×

XX(t, f)
XY (t, f)
XZ(t, f)

⊺

(4)

where ∥·∥2is L2 norm; ρ and c are the sound density and velocity,
respectively; ⊺ represents the transpose; Re(·) indicates the real part
calculator; and ∗ denotes conjugate. Then, the LMSIV is obtained
by concatenating of Ymel(t, k) and YIV (t, k).

2.2. Network Architecture

The architecture of the proposed SELD model is shown in Figure 1.
It is composed of three parts, feature compactness, feature fusion,
and prediction.

• Feature Compactness. The input of this model are the MS
and LMSIV of the input audio. To extract the local shift-invariant
embeddings in each input feature and reduce their dimensions ef-
ficiently, three convolution blocks, each of which is composed of
3×3 convolutional layer, 2D BatchNorm, ReLU, 2D Max-Pooling
and 2D dropout, and Tanh are performed on the input feature se-
quently to obtain the compacted feature of LMSIV and that of MS,
which are denoted as F1 and F2, respectively.

• Feature Fusion. To take full advantage of the common as
well as complementary properties of F1 and F2 in representing
sound event related feature, the CFT and SAT are combined in the
proposed model to fuse them as follows.

First, F1 and F2 are concatenated to obtain the fused represen-
tation F.

Next, Fi (i = 1, 2) and F are fed into the CFT, which includes
Multi-Head Cross-Feature Attention (MHCFA), to facilitate suffi-
cient complementor and interactions between F1 and F2. Thus, the
cross-feature attention module can learn the attention score between
a target compacted feature Fi and the fused feature F, which will
then serves to control the adaptation and reinforcement of one fea-
ture to the other in the fusion representation [22]. For Fu Query
Qu, fusion Key Ku, and Value Vu can be obtained with Eq. (5):

Qu = Fu ×WQ

Ku = F×WK

Vu = F×WV

(5)

where WQ, WK , and WV are learnable weights; u = 1, . . . , U ;
Fu represents the input of the u-th layer MHCFA in CFT; U is
the number of the layer of MHCFA; Fi is adopted as Fu in the
first layer of MHCFA. And, the attention weights of the j-th cross-
feature attention head for Fu, denoted as Hj

u, can be obtained with
Eq. (6):

Hj
u = Attention(Qj

u,K
j
f ,V

j
f )

= Softmax

(
Qj

u × (Kj
f )

⊺

√
dk

)
×Vj

f

(6)

where dk is the dimension of Kj
f ; j = 1, . . . ,m; m is the number

of attention heads. Then, the MHCFA value between Fi and F is
obtained by Eq. (7):

Hu = Concat(H1
u, ...,H

m
u ). (7)

As shown in Figure 1, the CFT is constructed based on the above the
MHCFT. The CFT is composed of multiple identical cross-feature
attention encoder layers, each encoder layer consists of a MHCFT
block and normalization layer and a position-wise feed-forward net-
work with residual connection. The output of each cross-feature at-
tention encoder layer serves as one of the inputs to the next encoder
layer. Specifically, part of F related to Fi is transformed into Kf

and Vf pairs in the CFT to compute Hu. Then each Fi is merged
with other features by the position-wise feed-forward layers of each
CFT.
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Figure 1: The architecture of the proposed model.

Finally, the output of each CFT are concatenated to obtain the
fused feature. And, SAT is performed on the fused feature to in-
tegrate the global contextual information contained in it to obtain
the enhanced fused feature, which is a more comprehensive global
representation.

• Prediction. A fully connected layer, which is composed of
Conv1d, Linear and Tanh, is performed on the enhanced fused fea-
ture to keep the outputs of the network in a similar range. The
output of the fully connected layer is a tensor of size (batch−size,
label− sequence− length, classes ∗ 4 ∗ 3) where batch− size
is the number of samples included in each batch during the train-
ing process; label − sequence − length is the length of the label
sequence; classes is the number of sound classes in the dataset.
classes ∗ 4 ∗ 3 indicates that the output can represent a maximum
of three simultaneous events of the same class and gives the x, y, z
coordinates of each sound event relative to the Cartesian coordinate
system with the origin as the center and distance of sound event.
This output format is Multi-ACCDOA [19].

The Auxiliary Duplicating Permutation Invariant Training (AD-
PIT) method [19] is adopted to train the model. The corresponding
loss, donted as L is show in Eqs. (8–9):

L =
1

C · S

C∑
c=1

S∑
s=1

min
α∈Perm(c,s)

lACCDOA
α,c,s (8)

lACCDOA
α,c,s =

1

N

N∑
n

MSE(Pα,n,c,s, P̂n,c,s) (9)

where S is the number of frames; C is the number of sound event
classes; Perm(c, s) is the set of all possible permutations; α ∈
Perm(c, s) is one permutation of frame s of class c. N is the
number of tracks; Pα,n,c,s is the ground truth of permutation α;
P̂n,c,s is the prediction of the model for track n, class c and frame
s, obtained by the proposed model.

3. EXPERIMENTAL SETUP

We conducted experiments for both Track A and Track B of Task 3,
where the experimental principle of Track A is as described above,
and we did not study the processing of video in Track B. For Track
B, we did not study the video processing in Track B. For the model
of Track B, the video processing part is provided by the baseline.

3.1. Data Aaugmentation

The size of the official training dataset is too small, so we did some
data enhancement operations on the dataset. For audio data we did
Audio Channel Swapping (ACS) operation. This operation enlarges
the audio dataset to 8 times of the original dataset. For the related
video dataset we mimic the principle of ACS and do video pixel
swapping (VPS) operation for data enhancement.
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3.2. Experiment Results

Table 1 shows the performance of our proposed method on the de-
velopment dataset. As shown in Table 1, our proposed model out-
performs the baseline model on both Track A and Track B. The
difference between Model 1 and Model 2 is whether the same fully
connected layer is used for the prediction of SED, DOA and DIST
at the end of the model, where Model 2 separates the prediction of
DIST from DOA and SED.

Table 1: The performance of our system for dev-test set.

System Track F≤20◦ DOAECD RDECD

Baseline Track A 13.1% 36.9◦ 0.33
Baseline Track B 11.3% 38.4◦ 0.36
Model 1 Track A 19.2% 22.9◦ 0.32
Model 1 Track B 16.2% 26.2◦ 0.41
Model 2 Track B 17.9% 24.2◦ 0.38

4. CONCLUSIONS

In this study, CFT-based fusion strategy is introduced to fuse LM-
SIV and MS to take advantage of common and complementary
properties contained in them to enhance the SELD performance.
In addition, SAT is combined to further prioritize the contextual in-
formation contained in the fused feature. Experimental results on
the official dataset of Task 3 of the DCASE 2024 Challenge demon-
strate that the proposed model outperforms the baseline, the CFT-
based fusion strategy contributes to the performance enhancement
greatly. And LMSIV and MS are complementary in SELD task.
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