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ABSTRACT 

This paper presents an automated audio captioning (AAC) model 

developed for DCASE2024 Challenge Task 6. To address the scar-

city of audio captioning datasets, we generated paraphrases of cap-

tions from the Clotho dataset as a data augmentation strategy uti-

lizing ChatGPT. To ensure the selection of paraphrases with high 

semantic relevance, we filtered the captions with high FENSE 

scores, the metric adopted for this AAC task. By integrating 

ChatGPT paraphrasing and FENSE-based caption filtering to the 

AAC baseline model, our submitted model achieves a 0.521 

FENSE score, outperforming the baseline with a FENSE score of 

0.504. 

 

Index Terms— Automated Audio Captioning, ChatGPT par-

aphrasing, FENSE-based caption filtering 

1. INTRODUCTION 

Automated audio captioning (AAC) is a task that aims to generate 

text describing input audio data. Machine learning systems require 

extensive high-quality datasets, but AAC field still faces scarcity 

of data. Unlike image captioning which leverages visual infor-

mation, characteristics of audio captioning datasets vary signifi-

cantly depending on the collection methods. For instance, Audio-

Caps enhanced caption accuracy by providing word hints and ref-

erence video clips to the annotators [1]. In contrast, annotators for 

Clotho had to solely rely on audio data [2]. In addition to such 

variations in data annotation methods, factors such as differences 

in audio data length, caption length, and writing style create dif-

ferences between datasets and hinder effective model training. 

Consequently, many AAC models have employed a strategy of 

pre-training with several datasets, followed by fine-tuning on the 

target dataset [3, 4, 5]. Additionally, Labbé et al. proposed task 

embedding tokens to mitigate domain differences depending on 

the dataset [6]. 

To address performance limitation due to dataset scarcity and 

domain difference, we leveraged a large language model (LLM), 

ChatGPT [7], to augment the Clotho dataset by generating addi-

tional captions [8]. Additionally, the metric of the AAC task in 

DCASE2024 has been changed from SPIDEr-FL to FENSE [9, 10, 

11], which utilizes Sentence-BERT for sentence similarity assess-

ment [12]. Thus, we propose FENSE-based caption filtering, 

where we use FENSE to evaluate the paraphrases’ similarity with 

the original captions and evaluate the original captions as well. 

Consequently, the paraphrases generated by ChatGPT showed 

high similarity with original captions in terms of FENSE, thereby 

preventing overfitting and enhancing model performance by in-

creasing expression diversity. 

2. PROPOSED METHOD 

2.1. ChatGPT Paraphrasing 

Current AAC datasets are challenging to be utilized effectively 

together due to domain differences [6]. AAC research suffers 

from a lack of data, necessitating the use of various data augmen-

tation methods [13, 14]. To address the issue of insufficient high-

quality captions, Cho et al. employed synonym substitution to re-

place specific words in captions with their synonyms and won 

second place in DCASE2023 Challenge Task 6a [15, 16]. Addi-

tionally, recent advancements in high-performance LLM have 

further facilitated data augmentation strategies. The WavCaps da-

taset generated over 400k audio captions using ChatGPT [17]. 

The first-place entry in DCASE2023 Task 6a utilized the LLM 

for caption mixup augmentation [8, 18].  

To prevent model overfitting and enrich expression, we par-

aphrased captions for data augmentation purposes. We prompted 

ChatGPT to generate five paraphrases for each caption. This pro-

cess generated a total of 19195 texts for 3839 audio files in the 

Clotho development set, in addition to the original texts.  

2.2. FENSE-based Caption Filtering 

To filter paraphrases with high semantic similarity, we employed 

FENSE, the metrics of AAC task. FENSE utilizes Sentence-BERT 

to generate semantically meaningful sentence embeddings and in-

cludes a fluency error detector [11, 12]. Therefore, we used 

FENSE to filter the captions to enhance the performance of 

ChatGPT paraphrasing.  The average FENSE score for the para-

phrases is 0.584, higher than the cross-referencing score of 0.574. 

We measured the cross-referencing score by using every reference 
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caption as a candidate for reference captions and averaging the re-

sults [6]. This indicates that the paraphrases generated by 

ChatGPT are of sufficiently high quality.  

To investigate highly semantically similar paraphrase sets 

and the impact of paraphrase sets with varying FENSE averages 

on the AAC model, we compared the paraphrase set ℙ =∪𝑖=1
𝑁 ℙ𝑖 , 

 ℙ𝑖 = {𝑝1
𝑖 , 𝑝2

𝑖 , 𝑝3
𝑖 , 𝑝4

𝑖 , 𝑝5
𝑖 } (𝑝𝑚

𝑖  : m-th paraphrase in the i-th audio 

file, 𝑁: total number of audio files) for each of the audio files with 

the caption set ℂ =∪𝑖=1
𝑁 ℂ𝑖 , ℂ𝑖 = {𝑐1

𝑖 , 𝑐2
𝑖 , 𝑐3

𝑖 , 𝑐4
𝑖 , 𝑐5

𝑖 } (𝑐𝑚
𝑖  : m-th cap-

tion in the i-th audio file), organizing the paraphrases in descend-

ing order of their FENSE scores as: 

 

ℙ𝑖 = {𝑝1
𝑖 , 𝑝2

𝑖 , 𝑝3
𝑖 , 𝑝4

𝑖 , 𝑝5
𝑖 } (1) 

𝑠. 𝑡. 𝑓(𝑝1
𝑖 ) ≥ 𝑓(𝑝2

𝑖 ) > ⋯ > 𝑓(𝑝5
𝑖 )  

𝑤ℎ𝑒𝑟𝑒 𝑓(𝑝𝑙
𝑖) = 𝐹𝐸𝑁𝑆𝐸(𝑝𝑙

𝑖|𝑐1
𝑖 , 𝑐2

𝑖 , … , 𝑐5
𝑖 ) 

 

ℙ  are then grouped into five sets, ℙ𝑠𝑜𝑟𝑡𝑒𝑑,𝑚 = {𝑝𝑚
𝑖 }𝑖=1

𝑁 , 𝑚 =

1,2, … ,5.  Data augmentation is performed by adding each sorted 

set to the original captions. The Average FENSE scores for 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,𝑚 are presented in Table 1, showing that the scores for  

𝑚 = 1,2 and 3 exceed the cross-referencing score. We trained a 

model on the set ℂ𝑗
+, which is constructed by incrementally incor-

porating the sorted paraphrase sets ℙ𝑠𝑜𝑟𝑡𝑒𝑑,𝑚 as follows:  

 

ℂ𝑗
+ = ℂ ∪ {∪𝑚=1

𝑗
ℙ𝑠𝑜𝑟𝑡𝑒𝑑,𝑚}, 𝑗 = 1,2, … ,5 (2) 

 

Each ℂ𝑗
+ includes the initial set ℂ and the union of the first 𝑗 sets 

from the sorted collection ℙ𝑠𝑜𝑟𝑡𝑒𝑑,𝑚. Therefore, the model trains 

𝑗 + 5 captions for each audio file on the ℂ𝑗
+ 

Furthermore, we created a modified caption set ℂ′ from the 

original set ℂ for consistency with each audio file’s captions. Clo-

tho captions are generated exclusively using the corresponding 

audio files. As a result, numerous captions reflect varying inter-

pretations of the same audio file by different annotators. To en-

hance the consistency of captions, we compared the caption with 

the lowest semantic similarity to the highest FENSE scoring par-

aphrase. The detailed process is as follows: 

 

ℂ′ =∪𝑖=1
𝑁 ℂ𝑖

′ (3) 

        𝑠. 𝑡. ℂ𝑖
′ = {

ℂ𝑖 − {𝑐𝑚𝑖𝑛
𝑖 } + {𝑝1

𝑖 }    𝑖𝑓 𝑔(𝑐𝑚𝑖𝑛
𝑖 ) < 𝑓(𝑝1

𝑖 )

ℂ𝑖                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                  
 

 𝑤ℎ𝑒𝑟𝑒 𝑐𝑚𝑖𝑛
𝑖 =argmin

ci∈Ci𝑔(𝑐𝑖) 𝑎𝑛𝑑 𝑔(𝑐𝑚
𝑖 ) = 𝐹𝐸𝑁𝑆𝐸(𝑐𝑚

𝑖 |ℂ𝑖
) 

To give additional weight to the original captions, we included 

each caption itself when calculating the FENSE of 𝑐𝑚
𝑖 .The cap-

tion set ℂ′ has a cross-referencing score of 0.668 and a vocabulary 

size of 5672, indicating higher semantic consistency and a more 

diverse use of vocabulary compared to ℂ as shown in Table 2. Ad-

ditionally, we created and tested specialized dataset, ℂ′ +
 ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1.  

3. EXPERIMENTAL SETTINGS 

3.1. Model architecture 

Our model builds upon a sequence-to-sequence baseline system 

[6]. The encoder employs ConvNeXt [19], a fully convolutional 

neural network pre-trained on AudioSet with frozen parameters. 

The decoder is a transformer decoder, as in the baseline. For the 

decoding algorithm, we utilized beam search with a beam size of 

three or four.  

3.2. Data Augmentations 

We implemented three data augmentation methods in our model: 

mixup with a parameter of 0.4, label smoothing [20] with a pa-

rameter of 0.2, and ChatGPT paraphrasing. We trained the model 

on various caption-augmented datasets ℂ1
+, …  , ℂ5

+, ℂ′, and ℂ′ +
 ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1 to find the optimized caption set for the AAC model. 

3.3. Implementation Details 

We implemented the model training with different hyperparame-

ter settings. For the ablation study, we utilized the baseline set (BS) 

with a batch size of 64, epochs of 400, a beam size of 3, and vali-

dation loss as the monitor metric. Set1 used a batch size of 128, 

epochs of 500, a beam size of 4, and train loss as the monitor met-

ric. Set2_num had a batch size of num, epochs of 600, a beam size 

of 3, and train loss as the monitor metric. And all other hyperpa-

rameters were consistent with the baseline. 

 

4. RESULTS  

To proceed with the ablation study of the ℂ+ and ℂ′ sets, we first 

tested it using the same hyperparameter settings as the baseline 

[16]. The results, averaged over five experiments on the develop-

ment-evaluation split of Clotho, are presented in Table 3. The 

findings indicate that incorporating paraphrases increased the 

FENSE scores without significant changes in other metrics. Ad-

justing the hyperparameter setting from BS to Set1, we observed 

a peak FENSE score of 0.515 and the SPIDEr-FL score of 0.313 

with eight captions. 

Table 2. Comparison of original and modified caption set 

using FENSE (cross-referencing) and vocabulary size. 

 
FENSE 

(cross-referencing) 
Vocabulary size 

Original set(ℂ) 0.574 4369 

Modified set(ℂ′) 0.668 5672 

 

 

Table 1. Average FENSE score of paraphrase sets 

Paraphrase set FENSE 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1 0.659 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,2 0.628 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,3 0.597 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,4 0.558 

ℙ𝑠𝑜𝑟𝑡𝑒𝑑,5 0.476 

mean 0.584 
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Additionally, we trained using ℂ′ +  ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1. In submission 1, 

with Set2_256, FENSE score of 0.521 is achieved, which is the 

highest score. When we changed the batch size within the set, 

there were significant changes in the vocabulary size. In submis-

sion 2, when the batch size was adjusted to 64, the vocabulary size 

reached 829. 

5. CONCLUSION 

In this report, we evaluated the impact of ChatGPT-generated par-

aphrases on AAC model performance. We combined paraphrases 

with the original caption set for training and examined the effect 

of excluding captions with low semantic similarity to enhance 

consistency through FENSE-based filtering. Most AAC models 

trained on augmented-caption sets achieved higher FENSE scores 

than the baseline, with one model outperforming the baseline by 

3.4% under optimized hyperparameters. In future research, we 

plan to utilize LLM to generate a larger variety of paraphrases, 

thereby creating caption sets with diverse qualities. We will also 

explore the correlation between caption quality and model perfor-

mance. 
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ℂ′ + ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1 (Set2_256)  
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ℂ′ + ℙ𝑠𝑜𝑟𝑡𝑒𝑑,1 (Set2_128)   0.299 0.513 738 
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