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ABSTRACT 

This technical report presents our proposed enhance-

ments to improving the baseline results of the DCASE2024 

challenge Task 6 on Automated Audio Captioning. We in-

troduce an additional loss function for contrastive learning, 
incorporating the NTXent loss as proposed in [1][3] into the 

baseline platform.  

Index Terms— Automated Audio Caption, Contras-

tive Learning, NTXent Loss 

1. INTRODUCTION 

Automated Audio Captioning (AAC) is the task of gen-

erating descriptive text for general audio content. Unlike 

speech-to-text systems, which transcribe spoken language, 

AAC is an inter-modal translation task where the input is an 

audio signal and the output is a textual description or cap-

tion of that signal. 

AAC faces several primary obstacles. One significant 

challenge is the insufficient amount of available data. Un-

like speech, non-speech sounds encompass a much larger 
variety of categories, making it difficult to gather compre-

hensive datasets. Additionally, different sources can pro-

duce similar sounds, complicating the task of distinguishing 

between them and generating accurate captions. 

In this report, we propose enhancements to improve the 

baseline results of the DCASE2024 Challenge Task 6 on 

AAC. Our approach involves introducing an additional loss 

function for contrastive learning. Specifically, we incorpo-

rate the NTXent loss, as proposed in [1][3], into the existing 

baseline platform. This integration aims to enhance the 

model's ability to distinguish between different audio sig-

nals and generate more accurate and meaningful captions. 

2. CONTRASTIVE LEARNING (CL) 

As noted in [3], several Self-Supervised Learning 
(SSL) methods in AAC leverage Contrastive learning. One 

approach utilizes the audio-text representation from the de-

coder output to predict associations between audio and cap-

tion pairs. Another method focuses on constructing a proxy 

feature space where embeddings of captions from the same 

audio clip are encouraged to be closer together, while em-

beddings from different audio clips are pushed further apart. 

SSL enhances performance by incorporating additional 
information about the matching or mismatching of audio-

text pairs compared to training solely with captions as la-

bels. This approach effectively leverages the contextual re-

lationship between audio and text to improve overall per-

formance. 

Throughout this task, we explored both methods, ulti-

mately opting to utilize the second due to its notably supe-

rior outcomes. 

 

2.1. Integrate CL into the baseline system 

As previously mentioned, we worked within the same 

framework as the baseline system, with the only change be-

ing the loss function. In the baseline framework, the loss 

function includes only the cross-entropy loss (𝐿𝑐𝑒) between 
the decoder output and the caption embeddings. We inte-

grated the CL loss and added it to the original cross-entropy 

loss. 
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Where 𝑥+ is similar to x and f is an decoder. 

(1) Describe NTXent Loss, also known as InfoNCE, 

mentioned in [2] and used as our CL loss (𝐿𝑐𝑙). The total 

loss is calculated as shown in (2)  

clcetot LLL  1.0                              (2) 

Another approach we used was to initially train the 

model solely with cross-entropy loss for the first 100 

epochs, and then incorporate the NTXent loss for 300 last 

epochs. 
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3. RESULTS 

Metric Baseline + CL 

Meteor 0.1892 

Cider 0.4732 

Spice 0.1346 

Spider 0.3039 

Spider_fl 0.3016 

fense 0.5035 

vocabulary 578.000 

Table 1: Development dataset result 

4. CONCLUSION 

We propose enhancements based on CL to improve the 

baseline results of the DCASE2024 Challenge Task 6. 

Compared to the baseline results on the development da-

taset, there is a minor improvement in some metrics.  
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