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ABSTRACT

This report describes our submission for DCASE 2024 Chal-
lenge Task 2. The task aims for first-shot anomalous sound detec-
tion and further restricts the use of attribute information (metadata)
accompanied by audio signals. This requires the anomaly detection
system to function correctly for machine types with and without at-
tribute information. We introduce a statistical clustering strategy to
obtain statistical information on audio signals as pseudo-labels to
address this issue. In addition, we propose a contrastive learning
strategy to enhance audio feature representation by using statisti-
cal information, further improving anomaly detection performance.
Experiments demonstrate the effectiveness of our proposed strate-
gies, and the results show that all our systems outperform the base-
line methods, enabling the model to adapt to the first-shot scenarios
without attribute information. Our best system can achieve 71.4%
in the harmonic mean of AUC in the source domain, 63.6% in AUC
in the target domain, and 56.6% in pAUC.

Index Terms— Anomalous sound detection, contrastive learn-
ing, self-supervised learning, statistical clustering, audio represen-
tation

1. INTRODUCTION

Unsupervised anomaly sound detection (ASD) focuses on identify-
ing whether the sound emitted by the target machine is abnormal
by solely relying on prior knowledge of normal sounds [1–6]. This
is the primary focus of Task 2 in the Detection and Classification
of Acoustic Scenes and Events (DCASE) Challenge [7–10]. In pre-
vious DCASE Challenge Task 2, i.e., DCASE 2021, DCASE 2022
and DCASE 2023, the attribute information carried by audios are
often used as self-supervised learning labels [2, 3, 11], to enhance
the audio representation and improve the anomaly detection perfor-
mance.

For DCASE 2024 Challenge Task 2 [12], the organizers point
out that when recording machine sounds, attribute information re-
garding the machine condition or noise type are not always avail-
able. Therefore, additional attribute information for certain machine
types has been hidden. This has rendered previously effective meth-
ods unusable for this year’s challenge, especially the attribute-based
classification methods [2, 11, 13–15].
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To this end, we present solutions with statistical information
from normal audios and mapping these statistics into a small num-
ber of clusters to replace attribute information as pseudo-labels for
self-supervised learning, by assuming the statistics are the intrinsic
representations of normal audios that can reflect change of acoustic
characteristics in domain transfer scenarios. A contrastive learning
strategy is also introduced to exploit the relation between audios
and statistical clusters to enhance the audio feature representation.
Therefore, we can improve the detection performance of the ex-
isting state-of-the-art methods with our proposed self-supervised
learning and constrastive learning strategies under the situation
where attribute information is not available.

2. PROPOSED SYSTEMS

2.1. Systems with Statistical Clustering and Contrastive Learn-
ing

Inspired by our submission system for DCASE 2023 Challenge
Task 2 [16,17], this year, we use contrastive learning to establish an
intrinsic relation between statistical information and acoustic char-
acteristics. By clustering the statistics of normal audio, we can
obtain statistical information as pseudo-labels for self-supervised
learning, which constrains the model for better audio representa-
tions. Therefore, we adopt two systems as follows:

1. System-1: Audio feature representation with statistical
information and contrastive learning: We utilize statisti-
cal information from normal audio signals to create pseudo-
labels and additional labels for self-supervised learning. By
using these clustering statistical features as pseudo-labels,
we can achieve self-supervised anomalous sound detection
without the need of attribute information. Then, a contrastive
learning strategy is introduced to exploit the relation between
statistical information and acoustic characteristics, thereby
enhancing audio feature representation, and enhancing the
anomaly detection performance.

2. System-2: Audio feature representation with metadata
information and contrastive learning: In this system, we
adopt attribute information as self-supervised labels for ma-
chine types with attribute information. For the machine type
without attributes, we only use “source” and “target” as la-
bels, which we found is also effective. This system also em-
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Table 1: Performance comparison on the development dataset of DCASE 2024 Challenge Task 2, where AUC-s and AUC-t denote source
AUC and target AUC respectively, and Total means harmonic mean of AUC-s, AUC-t and pAUC over all the machine types.

Methods ToyCar ToyTrain Bearing Fan Gearbox Slider Valve Total
AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC AUC-s AUC-t pAUC

Baseline
AE-MSE [12] 67.0 33.8 48.8 76.6 46.9 48.0 62.0 61.4 57.6 67.7 55.2 57.5 70.4 69.3 55.7 66.5 56.0 51.8 51.1 46.3 52.4 65.0 50.3 52.8

AE-MAHALA [12] 63.0 37.4 51.0 62.0 40.0 48.2 54.4 51.6 58.8 79.4 42.7 53.4 81.8 74.4 55.7 75.4 68.1 49.1 55.7 53.6 51.3 65.8 49.5 52.3
Our Systems

System-1 67.0 38.7 49.5 71.4 49.2 48.5 75.4 67.3 57.0 76.8 44.5 57.7 71.0 66.4 53.5 68.0 60.4 59.4 56.0 67.1 51.8 68.7 53.8 53.6
System-2 70.1 42.3 49.2 65.2 37.2 49.3 71.9 69.9 59.3 82.1 43.0 59.3 57.7 58.3 51.5 63.3 57.9 50.6 63.2 61.4 57.1 66.9 50.4 53.4
System-3 56.4 48.0 50.0 80.3 61.7 52.4 57.4 67.4 53.1 69.3 52.0 55.5 70.7 69.5 51.1 92.1 86.4 76.3 84.9 79.7 67.1 70.8 63.9 56.7
System-4 58.2 46.9 49.6 80.4 60.6 52.3 58.8 68.6 53.8 69.7 51.9 55.8 70.5 70.1 51.4 92.2 86.2 76.0 82.9 79.6 65.6 71.4 63.6 56.6

ploy our contrastive learning strategy as System-1 to enhance
audio representation.

2.2. Self-Supervised Classification System

We also present a self-supervised classification system for Task 2
of DCASE 2024. Specifically, we employ SSL [13] as our back-
bone and train the classifier using all available labels. For data
with attribute groups, we utilize these attributes as classification la-
bels. In cases where attribute information is unavailable, we use the
“source/target” domain information as classification labels.

Furthermore, to leverage the information contained in impor-
tant frequency components, we incorporate an attention module in
the frequency dimension [18]. This module is designed to adap-
tively enhance the important frequency components.

Considering that the audio label may contain important infor-
mation such as working condition, operating environment, machine
type, etc. We propose to transform the labels of audio into descrip-
tive text, and embed them into audio features as auxiliary informa-
tion. The above steps ensure that the model can refer to attribute
group information when learning the audio features.

Finally, for machine types that do not provide attribute infor-
mation, we also adopt clustering statistical information as pseudo-
labels, and use these labels to train the self-supervised classifier for
anomaly detection.

2.3. Ensemble System

We employ the ensemble learning strategy [19] to integrate these
three systems as our System-4. Due to the difference in machine
types between the evaluation and development sets, the system
weights selected for each machine type on the development set can-
not be used on the evaluation set machines. Therefore, we empiri-
cally select the same weight for all machine types in our ensemble
system.

3. EXPERIMENTS AND RESULTS

3.1. Experimental Setup

Dataset: We conduct experiments on the dataset of DCASE 2024
Challenge Task 2, which comprises a development dataset and an
additional dataset [12, 20, 21]. Note that, the attribute information
for 3 machine types in the development dataset and 4 machine types
in the additional dataset are not provided. Additionally, the machine
types in the development dataset are completely different from those
in the additional dataset. Our proposed systems (System-1, System-
2, and System-3) are trained on the training set of the development
dataset and additional dataset for effectiveness validation, and use
the weights for the ensemble system, i.e., System-4.
Setup: For System-1 and System-2, the machine sound is used with
the original sampling rate of 16kHz, and the learning rate is 0.0001.
For System-3, the machine sound is upsampled to 19.2kHz.

Evaluation Metrics: Following the baseline, we evaluate our sys-
tem using AUC-s, AUC-t, and total AUC metrics. Here, AUC-s and
AUC-t represent the Area Under the Curve (AUC) in source and tar-
get domain, respectively. pAUC denotes the partial AUC. The total
AUC-s, AUC-t, and pAUC is computed as the harmonic mean of all
machine types.

3.2. Results

We compare our systems with the baseline systems of the DCASE
2024 Challenge Task 2, i.e., AE-MSE and AE-MAHALA [12]. The
results are given in Table 1, where we can see that all of our systems
outperform the baseline systems.

4. CONCLUSION

In this technical report, we presented our submission systems for the
DCASE 2024 Challenge Task 2. Our proposed systems include two
self-supervised systems with statistical clustering and contrastive
learning strategies, a self-supervised classification system, and an
ensemble system. Experimental results show that our systems sig-
nificantly outperform the baseline system.
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