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ABSTRACT

This technical report presents a description of the CUP submis-
sion for Task 2 “first-shot unsupervised anomalous sound detection
for machine condition monitoring” of the DCASE 2024 Challenge.
The submitted system is an adaptation of a previously proposed
model which utilizes static and dynamic frequency information and
is trained through an auxiliary classification task with sub-cluster
AdaCos loss. In this work, we focus on the clustering of ma-
chine sound clips under attribute-unavailable conditions such that
attribute classification based methods can be extended to machine
sound clips without attribute information for detecting anomalous
sounds.

Index Terms— anomalous sound detection, clustering, first-
shot classification

1. INTRODUCTION

Anomalous sound detection (ASD) has been a task at the DCASE
challenge since 2020 [1, 2, 3, 4]. It aims at determining whether
the sound emitted from a target machine is normal or anomalous.
For the ASD tasks at DCASE, only normal data are provided for
model training and different requirements were introduced includ-
ing domain shifts between a source domain and target domain, mu-
tually exclusive machine types in development and evaluation set
[2, 3, 4,5, 6]. The focus of this year’s ASD task is the same as that
of 2023 with one modification, i.e., the additional attribute informa-
tion for some machine types is not provided [7].

In this work, we focus on how subcategories of machine sound
clips can be obtained when attribute information is not available for
some machine types. That is, given a set of machine sound clips,
we try to cluster these machine sound clips into subcategories. In
this way, the existing attribute classification based ASD methods
can also be applied to the machine types without attribute infor-
mation, such as the ASD method proposed by Wilkinghoft in the
DCASE 2023 challenge [8]. Concretely, we first leverage a large-
scale dataset such as AudioSet [9] to pre-train a model to obtain
audio features by alternating between clustering of the audio sam-
ples by their embeddings and updating the weights of the the model
by predicting the cluster assignments. Secondly, we fine-tune the
model using the sound clips from the machines with their attribute
information as the classification labels. Moreover, we use a modi-
fied loss that considers both classification accuracy and distances of
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contrastive samples. Thirdly, we use the fine-tuned model to cluster
the sound clips from the machines without attribute information to
generate pseudo-subcategories of these machines. Finally, the sub-
categories of the sound clips of all the machine types can be used to
train an attribute classification based ASD model.

2. BASELINE METHODS

The DCASE 2024 challenge Task 2 organizers provide a baseline
system containing two different methods [10]. The first method is
based on a simple autoencoder which calculates the anomaly score
in terms of the reconstruction error of a machine sound clip. The
second method is based on a selective Mahalanobis which calcu-
lates the anomaly score in terms of the reconstruction error of a ma-
chine sound clip in the Mahalanobis metric. In addition, we use the
ASD method proposed by Wilkinghoff in the DCASE 2023 chal-
lenge [8] as another baseline.

3. PROPOSED METHOD

The proposed ASD method consists of four steps. The framework
of the first two steps is shown in Fig. 1. First, we adapt the Deep-
Cluster method [11] from the image clustering field to pre-train an
embedding network based on AlexNet [12] to learn useful audio
features using the AudioSet dataset [9]. The pre-training iteratively
groups the audio features with a clustering algorithm, k-means,
and uses the subsequent assignments as pseudo-labels to update the
weights of the network in a supervised manner. Then, we fine-tune
the pre-trained network with two sub-tasks using the sound clips
from machines with attribute information. The first sub-task is pre-
dicting the sub-category to which an audio clip belongs. The true
label is obtained by grouping sound clips into sub-categories based
on their attribute information. The loss of the first sub-task is:
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where C'is the number of sub-categories, IV is batch size, yy, is the
true label of z,,.

The second sub-task measures the quality of the embedding net-
work by the distances between pairs of machine sound clips with the
following contrastive loss:
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Figure 1: The first steps of the proposed ASD method.

1

ny xn’)Q

1 2
= - ]]-c =c /d nydn’ ]]-c c 2
Ly ~ E e, A(Tn, Tnr) + e, 2, @ 2

1<n<N

where d is a function that returns the euclidean distance between
the embeddings of two machine sound clips, n’ is an index sampled
from 1 to N. The first part of £; is applied when the two sound
clips belong to the same sub-category. The second part of L, is ap-
plied when the two sound clips come from different sub-categories.
In this way, the embedding network will minimize the distance be-
tween pairs of samples from the same sub-category while maximize
the distance between pairs of samples from different sub-categories.
The final loss is a combination of £1 and L2 as follows:

L=Lay+ Ay 3

where ) is a hyper-parameter to balance the two loss terms.

At the third step, we take the sound clips from the machines
without attribute information and obtain their embedddings from
the fine-tuned embeddding network. Then we carry out k-means
clustering with the embedddings to obtain pseudo sub-categories
for the machine sound clips without attribute information. Finally,
we use the sound clips of all machine types with their true or pseudo
sub-category labels to train an attribute classification based model
to detect anomalous sound. In this work, we choose the attribute
classification based ASD model proposed by Wilkinghoff in the
DCASE 2023 challenge [8].

For all the four steps aforementioned, the model inputs are spec-
trograms of the raw waveform data. The data pre-processing fol-
lows the procedure in [8].

4. RESULTS

Table 1 shows the experiment results of the proposed method to-
gether with the three baseline methods on the development set. It
can be seen that the proposed method achieves the best average
AUC and pAUC over all the 7 machine types. In specific, the pro-
posed method and the baseline [8] output the other two baselines
with a large margin for Slider and Valve, with the proposed method
achieves the best AUC for both source and target domains as well
as the best pAUC. As for ToyCar and Fan, the proposed method
achieves higher AUC for the target domain as well as higher pAUC.
In the case of Bearing, the proposed method achieves similar results
as the baseline MSE and outperforms the baseline [8]. For Gearbox,

the baseline MAHALA achieves the best performance. For Toy-
Train, the baseline MSE achieves the best AUC for the source do-
main, while the baseline [8] and the proposed method achieves sim-
ilar target domain AUC and pAUC which outperform the other two
baselines. In particular, the proposed method improves the AUC
and pAUC by a large margin for Slider which has no attribute infor-
mation.

Table 1: AUCs and pAUCs per machine type on the development
set obtained by different methods. The last row shows the harmonic
mean over all machine types. Highest AUCs and pAUCs in each
row are highlighted in bold letters.

Baseline Baseline Baseline Proposed

Method MSE MAHALA [8]  method
AUC(source) 66.98% 63.01%  46.44% 51.04%
ToyCar AUC(target) 33.75% 37.35%  44.2%  46.08%

pAUC 48.77% 51.04%  49.05% 49.31%

36.56% 56.48%
57.96% 55.72%

AUC(source) 76.63% 61.99%
ToyTrain AUC(target) 46.92% 39.99%

pAUC 47.95% 48.21% 50.47% 51.47%
AUC(source) 62.01% 54.43%  58.16% 62.56%
Bearing AUC(target) 61.4% 51.58%  56.52% 63.28%

pAUC 57.58% 58.82%  54.37% 55.10%

AUC(source) 67.71% 79.37%  51.24% 57.28%

Fan AUC(target) 55.24%  42.7% 61.04% 68.04%
pAUC 57.53% 53.44%  51.31% 59.89%
AUC(source) 70.4% 81.82%  61.96% 76.67%

Gearbox AUC(target) 69.34% 74.35% 71.0%  62.56%
pAUC 55.65% 55.74%  51.16% 50.79%
AUC(source) 66.51% 7535%  83.16% 93.6%

80.76% 93.16%
56.79% 71.57%

Slider AUC(target) 56.01% 68.11%
pAUC 51.77% 49.05%

92.52% 96.16%
67.44% T71.12%
64.26% 69.58%

AUC(source) 51.07% 55.69%
Valve AUC(target) 46.25% 53.61%
pAUC 52.42% 51.26%

56.19% 66.75%
60.74% 63.10%
53.52% 57.10%

AUC(source) 65.00% 65.77%
All AUC(target) 50.28% 49.51%
(hmean) pAUC 52.84% 52.28%
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