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ABSTRACT

This technical report presents an anomalous detection system de-
veloped for DCASE 2024 Task 2. Our proposed system employs a
neural network to extract relevant features and calculates anomaly
scores using the Mahalanobis distance with a covariance estimator.
Notably, our system does not rely on any attribute information from
the machines, and only minor hyperparameter adjustments are re-
quired, regardless of the machine class. These characteristics align
well with the intended objectives of the task. Our approach lever-
ages signals from machines other than the training target and trains
the neural network to separate these other signals. Consequently,
we can train complex neural network models effectively, even with
a limited number of samples. As a result, our method achieved
similar result compared to the DCASE 2024 Task 2 baseline model
despite the insufficient training.

Index Terms— Anomaly detection, feature extraction, neural
network, source separation,

1. INTRODUCTION

The objective of DCASE 2024 Task 2[1] is to discriminate whether
an acoustic signal is normal or abnormal. This year, participants
are required to develop an anomaly detection system using acoustic
signals, some types of machines containing attribute information,
while others do not. The anomaly detection system can use only
normal condition sound clips, and each machine type has 1,000
sound clips ranging from 6 to 10 seconds in duration. Since at-
tribute information for some types of machine is not provided, train-
ing strategies that utilize attribute information may not be effective
for those types. To address the challenge of training with a limited
number of sound clips, we propose an acoustic feature extraction
network trained to suppress the target machine sound while preserv-
ing sounds from other machines. After training our feature extrac-
tion network, we pooled the average values in the neural network
before the decoder block. From the features extracted through av-
erage pooling, we estimate an anomalous score using a covariance
estimator and the Mahalanobis distance.

2. METHODOLOGY

2.1. Training strategy and anomaly score calculation

We utilized a neural network as a feature extractor. The purpose of
the neural network is to extract characteristics that can distinguish

whether a machine’s condition is normal or abnormal. In contrast to
a typical auto-encoder structure, where the neural network is trained
to reconstruct the desired input signal at the output, our neural net-
work is trained to remove the target machine signal from the input
and separate the signals from other machines. In our problem, the
input of the neural network Xt,f is expressed as follows:

Xt,f = F(dc(t) + s× nc̄(t)), (1)

where dc(t) represents the target machine class c signal in time
series, nc̄(t) represents the signal from another class c̄ signal that is
not the target machine class, s is the scaling factor to match the dB
of the target and other machine class signals, and the neural network
input Xt,f in the time-frequency domain is obtained by applying
the short-time Fourier transform operator F to the sum of dc(t) and
nc̄(t).

Since we intend for our feature extractor to remove the target
machine signal, we trained it to minimize the difference between
the neural network’s estimation output and the other class signal.
We configured the training loss function L of the neural network as
follows:

L =α{1
l

l∑
t=1

(|nc((t)− y(t)|)}+ β{ 1

mn

m∑
t=1

n∑
f=1

(|NR
t,f | − |Y R

t,f |)2}

+ γ{ 1

mn

m∑
t=1

n∑
f=1

(|NI
t,f | − |Y I

t,f |)
2},

(2)

where yt and Y R
t,f , Y I

t,f are the output of the neural network
decoder in the time series and the real and imaginary components of
the time-frequency domain, respectively. NR

t,f and NI
t,f represent

the real and imaginary components of the target signal in the time-
frequency domain. α, β, and γ are the hyperparameters for each
difference term.

We adopt the CMGAN[2] neural network architecture as a fea-
ture extractor network. During the training procedure, the network
is trained to estimate nc̄(t) from Xt,f . After training, we explore
two different approaches for average pooling. In the first approach,
average pooling is applied to the output of the decoder, intermediate
stage of the conformer, and conformer block at each channel, and
the resulting average-pooled matrices are utilized as features for the
anomaly detector. Anomaly scores are calculated from the Maha-
lanobis distance of the neural network output feature matrix. The
covariance matrix of the feature is estimated using either maximum
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Figure 1: Anomalous detection system overview

likelihood or shrinkage estimation. In summary, we first train the
neural network to separate the signal from the mixed signal of other
classes and the target class signal, excluding the target class signal.
After training, the average pooling is performed in multiple stages
of the network or at a single point of the network. In case of a pool
of multiple stages, the average pool is executed from the output of
the encoder, the intermediate of the conformer, and the output of
the conformer. Single-point pooling are executed from the output
of the conformer. The resulting average-pooled matrices are then
used as features for anomaly scoring, and in the scoring process, we
employ the Mahalanobis distance with a covariance estimator. The
overview of our system is shown in Fig. 1.

2.2. Experiments configure

The DCASE 2024 Task 2 utilizes two types of datasets. From the
ToyADMOS2[3] and MIMII DG[4] datasets, 16 types of machine
sounds are provided, each consisting of 1,000 training clips. For
testing purposes, 7 machine type signals are provided, comprising
200 sound clips labeled as either normal or anomalous. Each au-
dio clip, with a sampling rate of 16kHz, was randomly trimmed to
2 seconds and subjected to a short-time Fourier transform, using a
filter length of 400 samples and an overlap of 100 samples. In the
decibel matching process, the decibel levels of the other class sig-
nals were set to be 5dB lower than the target class signal. We added
average pooling layers to the neural network structure of CMGAN,
and average pooling was performed at each channel. Since the over-
all channel size of the neural network is 64, the feature vector ob-
tained after average pooling had the same 64-dimensional size as
the channel size. We perform average pooling at three locations in
the neural network: the output of the encoder, the output of the sec-
ond conformer block, and the output of the last conformer block,
which are the inputs to the decoder. Since the network processed
2-second input segments, the 2-second average-pooled results were
concatenated and used as features. The hyperparameter in the loss
function α, β, and γ is used differently by the sound characteris-
tic of the target machine. During the training, we employed the

AdamW [5] optimizer and StepLR learning rate scheduler. We con-
figured an anomalous system with four different configurations that
varied the covariance estimator and the average pooling point of the
neural network. We configured two options of average pooling; the
first option is pooled and concatenated from the multiple stages of
the neural network described previously, and the second option is
pooled from the output of the conformer. In addition, two kinds
of covariance estimator are used. The first is maximum likelihood
estimation, and the second is shrinkage estimation. In the training
procedure, with the exception of the hyperparameters α, β, and γ,
all other hyperparameters and training settings remained consistent
across different machine classes.

3. RESULTS AND CONCLUSIONS

The performance metric for evaluation in DCASE 2024 Task 2 is the
harmonic mean of the area under the curve (AUC) and the partial
area under the curve (pAUC). We compared the performance of our
proposed system with the DCASE 2024 Task 2 baseline system[6],
as shown in Table. 1. System IDs 1 and 2 correspond to the baseline
models trained with an auto-encoder structure, where the anoma-
lous scores were calculated using mean squared error (Baseline-
MSE) and Mahalanobis distance (Baseline-Mahala), respectively.
System IDs 3 and 4 utilized features obtained from three-point av-
erage pooling from the neural network, with covariance estimation
performed using maximum likelihood (ML-192) and shrinkage es-
timation (SE-192), respectively. System IDs 5 and 6 employed
features derived from single-point average pooling from the neu-
ral network, with covariance estimation using maximum likelihood
(ML-64) and shrinkage estimation (SE-64), respectively. Due to the
limitation of time, we did not have enough time to train the neural
network sufficiently, the results of Table 1 are from the 50epoch
training results. Due to time limitations, we did not have enough
time to sufficiently train the neural network, and the results in Ta-
ble. 1 are from the 50-epoch training. Despite insufficient training,
the performance of our system is comparable to that of the baseline
system, and it exhibits less variance in response to domain shifts
when compared to the baseline system.
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System ID System info Metric bearing fan gearbox slider toycar toytrain valve Official score

1 Baseline(MSE)
AUC(Target) 61.40% 55.24% 69.34% 56.01% 33.75% 46.92% 46.25%

55.35%AUC(Source) 62.01% 67.71% 70.40% 66.51% 66.98% 76.63% 51.07%
pAUC 57.58% 57.53% 55.65% 51.77% 48.77% 47.95% 52.42%

2 Baseline(Mahala)
AUC(Target) 51.58% 42.70% 74.35% 68.11% 37.35% 39.99% 53.61%

55.01%AUC(Source) 54.43% 79.37% 81.82% 75.35% 63.01% 61.99% 55.69%
pAUC 58.82% 53.44% 55.74% 49.05% 51.04% 48.21% 51.26%

3 ML-192
AUC(Target) 71.68% 57.28% 57.84% 61.60% 45.88% 64.88% 46.68%

55.21%AUC(Source) 60.12% 54.16% 64.52% 61.60% 45.40% 77.12% 47.40%
pAUC 56.74% 53.63% 55.47% 52.53% 48.21% 52.32% 48.26%

4 SC-192
AUC(Target) 68.16% 66.72% 61.96% 59.68% 47.68% 63.72% 43.52%

55.41%AUC(Source) 65.92% 58.44% 64.68% 67.76% 38.20% 73.36% 45.60%
pAUC 57.21% 57.00% 54.16% 52.16% 49.42% 52.47% 48.53%

5 ML-64
AUC(Target) 67.00% 62.68% 61.52% 59.96% 47.36% 64.44% 45.28%

55.28%AUC(Source) 66.08% 56.28% 65.96% 66.16% 43.44% 74.40% 45.04%
pAUC 56.16% 52.16% 51.63% 51.21% 49.26% 53.74% 48.26%

6 SC-192
AUC(Target) 67.92% 65.08% 63.52% 60.52% 48.12% 63.84% 44.12%

55.16%AUC(Source) 65.04% 57.92% 64.24% 68.28% 37.40% 72.20% 45.08%
pAUC 56.47% 56.32% 51.89% 52.95% 49.68% 51.89% 48.63%

Table 1: AUC and pAUC result of proposed model compare to baseline model
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