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ABSTRACT

This technical report describes the CP-JKU team’s submissions
to the language-based audio retrieval task of the 2024 DCASE Chal-
lenge (Task 8). All our submitted systems are based on the dual
encoder architecture that projects recordings and textual descrip-
tions into a shared audio-caption space in which related examples
from the two modalities are similar. We used pretrained audio and
text embedding models and trained them on audio-caption datasets
(WavCaps, AudioCaps, and ClothoV2) via contrastive learning. We
further fine-tuned the resulting models on ClothoV2 via knowl-
edge distillation from a large ensemble of audio retrieval models.
Our best single system submission based on PaSST and RoBERTa
achieves a mAP@10 of 39.77 on the ClothoV2 test split, outper-
forming last year’s best single system submission by around 1pp.
without using metadata and synthetic captions. An ensemble of
three distilled models achieves 41.91 mAP@10 on the ClothoV2
test split. A repository with our implementation is available on
GitHub1

1. INTRODUCTION

Task 8 of the 2024 DCASE challenge [1] invited participants to
train systems that can retrieve audio recordings from a database
based on textual descriptions. Such systems are of practical interest
because they allow users to intuitively specify arbitrary acoustic
concepts of interest (such as acoustic events, qualities of sound,
and temporal relationships) without relying on a predefined set of
tags or categories. However, language-based retrieval is difficult
from a technical perspective because it requires connecting raw
audio recordings with textual descriptions. Typical audio retrieval
systems [2–6] achieve this via a dual-encoder architecture that
projects the textual query and the candidate audio recordings
into a shared multimodal metric space where the audios are then
ranked based on their distance to the textual query (for a different
approach, see [7]).

Previous studies have explored multiple directions to improve
language-based audio retrieval systems, such as using better pre-
trained embedding models [8], augmentation techniques for both
audio and text [9], artificial captions generated with large language
models [8, 10, 11], and hybrid content and metadata based retrieval
systems [12]. The systems described in this report build on top
of our submission to the DCASE Challenge 2023 [13]. This year,

1https://github.com/OptimusPrimus/salsa

we explored a new direction to improving language-based audio re-
trieval systems, namely via knowledge distillation from an ensem-
ble of pre-trained retrieval models. Our objective was to estimate
audio-caption correspondences for all audios in the training set and
use those to train better retrieval models. To this end, we propose a
two-step training procedure that is illustrated in Figure 1. In the fol-
lowing sections, we motivate and describe the proposed two-stage
training strategy; we then detail the experimental setup, present re-
sults on the ClothoV2 benchmark [14], and summarize the four sub-
mitted systems.

2. MOTIVATION

Our submitted retrieval systems consists of two modality encoder
networks, one for audio and one for caption embedding, denoted as
ϕa(·) and ϕc(·), respectively. These encoders have learned to em-
bed audio recordings and descriptions into a shared D-dimensional
embedding space such that representations of matching audios and
captions are similar. The agreement between audio ai and descrip-
tion cj at training and inference time is estimated via the normalized
dot product in the shared embedding space:

Cij =
ϕa(ai)

T · ϕc(cj)

∥ϕa(ai)∥2 ∥ϕt(cj)∥2

For training, we relied on the normalized temperature-scaled cross-
entropy loss [15], which converts those similarities into conditional
probability distributions over audios and captions via a temperature-
scaled softmax operation, where

qa(ai | cj) =
eCij/τ∑N
i=1 e

Cij/τ

gives the estimated probability that audio ai corresponds to a given
caption cj , and

qc(cj | ai) =
eCij/τ∑N
j=1 e

Cij/τ

gives the estimated probability that caption cj corresponds to a
given audio ai. The training objective is then to minimize the cross-
entropy (denoted as H) between the estimated and the actual corre-
spondence probabilities, q and p, respectively.

Lsup = H(pa, qa) +H(pc, qc)
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Figure 1: Overview of the two-step training procedure: Audio and descriptions are transformed into the shared audio-caption embedding
space via the audio and description embedding models ϕa and ϕc, respectively. In stage one, we assume that audio ai and caption cj do not
match if i ̸= j and train the model on Lsup. Stage two uses the ensembled predictions to estimate the correspondence between ai and cj ; the
corresponding loss is denoted as Ldist.

However, the correspondence probabilities p for audio ai and cap-
tion cj with i ̸= j are not generally available because audio re-
trieval data sets typically only provide a set of N matching audio
and caption pairs {(ai, ci)}Ni=1, but no correspondence annotations
for i ̸= j. Previous studies thus assumed that cj does not describe
ai if i ̸= j, which is reasonable if the data set is large and holds a
large variety of audio recordings with specific descriptions. The tar-
get probability distribution p for audios and captions based on this
assumption can then be defined as follows:

pa(ai | cj) := 1i=j and pc(cj | ai) := 1i=j

We argue that relying on this assumption is not ideal, mainly for
two reasons:

1. It is only valid if each caption in the dataset describes exactly
one audio recording, which is not the case in ClothoV2, Au-
dioCaps, and WavCaps, as illustrated in Table 1.

2. Binary correspondences are limited to exact matches be-
tween audio recordings and captions. However, a caption
can partially match an audio recording; previous research has
hypothesized that soft annotations can provide useful infor-
mation during learning [16].

Some efforts have been made to obtain pairwise correspon-
dence scores of audios and captions [16], but these valuable an-
notations are scarce due to the high cost associated with annotating
N2 audio-caption pairs.

3. PROPOSED METHOD

In order to remove the previous assumption without relying on hu-
man annotators, we estimated the correspondences in a two-step
training procedure: We first pre-trained M models (as described
before) and used them to estimate the pairwise correspondences be-
tween all audios and captions in the training set. To this end, we
averaged the predicted pairwise similarities as follows:

Ĉij =
1

M

M∑
m=1

Cm
ij

Then, we fine-tuned the previous models with a knowledge distilla-
tion like procedure on the estimated correspondences. We applied

the softmax activation over audio recordings

p̂a(ai | cj) :=
eCij/τ∑N
i=1 e

Cij/τ

and captions

p̂c(cj | ai) :=
eCij/τ∑N
j=1 e

Cij/τ

to obtain estimated correspondence probabilities p̂a and p̂c, and
used them as prediction targets instead of pa and pc, respectively.
The corresponding distillation loss is:

Ldist = H(p̂a, qa) +H(p̂c, qc)

We traded off both losses with hyperparameter λ to fine-tune the
models from the previous stage:

L = Lsup + λLdist

4. EXPERIMENTAL SETUP

The following section explains the implementation details of the
submitted systems.

4.1. Datasets

We trained our models in two steps on multiple datasets. First, we
performed pretraining on ClothoV [14], AudioCaps [17], and Wav-
Caps [10]. The resulting models were then finetuned with the pre-
viously introduced knowledge distillation procedure using only the
ClothonV2 data set.

4.1.1. ClothoV2

ClothoV2 [14] contains 10-30 second-long audio recordings and
captions that are between 8 and 20 words long. The development
set’s training, validation, and test split suggested by the organizers
contains 3840, 1045, and 1045 recordings, respectively, and each
recording is associated with five human-generated captions. The
leaderboard evaluation split used for the final system ranking con-
tains 1000 audio recordings and 1000 captions. We used the valida-
tion split to monitor the generalization performance and report the
performance on the test spit in this report.
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data set caption audio-IDs

ClothoV2 [14] A person is walking along a gravel path. Gravel road walk, BodySC
AudioCaps [17] A baby cries and a woman speaks KuYnSQdcsss, a6x-RPqK3L
WavCaps [10] Music is playing YNuks8XFdGMk, Y-0Gj8-vB1q4

Table 1: Examples of audio recordings that are associated with the same caption. Each data set contains duplicate captions, but we note that
ClothoV2 has a higher diversity and more specific captions.

4.1.2. AudioCaps

AudioCaps [17] contains 51.308 audio recordings taken from Au-
dioSet [18] and one human-written caption for each of them. Each
audio recording has a duration of 10 seconds, and the captions are,
on average, 9.8 words long. We concatenated the training, vali-
dation, and testing split of AudioCaps into one large dataset and
utilized it for pretraining.

4.1.3. WavCaps

WavCaps [10] is a weakly-labeled audio-caption dataset that con-
tains 403.050 audio recordings of varying lengths collected from
FreeSound, BBC Sound Effects, SoundBible, and the strongly su-
pervised AudioSet subset. Each audio file is associated with a syn-
thetic audio caption that was created by instructing the GPT3.5-
turbo model to extract relevant sound events from metadata and
output a single-sentence description. The generated captions are, on
average, 7.8 words long. The dataset is available on HuggingFace2.
In order to comply with the updated rules this year, we excluded the
overlapping recordings between WavCaps and the evaluation sub-
sets of Clotho.

4.2. Audio Embedding Models

We experimented with three audio embedding models and describe
them briefly below.

4.2.1. PaSST

The Patchout faSt Spectrogram Transformer (PaSST) [19] uses pre-
trained parameters taken from a vision transformer [20,21] and fine-
tunes them on AudioSet for general-purpose audio tagging. PaSST
achieves a relatively low computational and memory footprint by
dropping patches from the input sequence. The model holds a po-
sitional encoding for inputs of up to 10 seconds, so we cut the up
to 30-second long inputs into non-overlapping 10-second snippets
and averaged their embeddings. We used the version of PaSST
without patch overlap and applied structured patchout of 2 and 15
over frequency and time dimensions, respectively. PaSST has ap-
proximately 86.2 million trainable weights and achieves a mAP of
46.8 on the AudioSet test set. We used the checkpoint denoted
as passt s p16 s16 128 ap468 in our experiments, which is
available via GitHub3.

4.2.2. ATST

ATST-Frame [22] (denoted only as ATST in the following) is also
based on the vision transformer architecture [20]; in contrast to
PaSST, however, it takes spectrogram frames instead of patches as

2https://huggingface.co/datasets/cvssp/WavCaps
3https://github.com/kkoutini/PaSST

input and is not initialized with ViT parameters. Instead, ATST is
pre-trained in a self-supervised manner on the audio recordings in
AudioSet. The model also has a positional encoding limited to 10
seconds, so we again cut the up to 30-second long audio recordings
into non-overlapping 10-second snippets and averaged their embed-
dings. During training, we used frequency warping [22] where at
most 10% of the higher frequency bins were dropped. We utilized a
publicly available checkpoint of ATST (called atst as2M.ckpt)
that was further fine-tuned on the weak labels of AudioSet4. ATST
has approximately 85.4 million trainable weights and achieves a
mAP of 48.0 on the AudioSet test set.

4.2.3. MobileNetV3

We further experimented with a pretrained CNN model [23] that
is based on the MobileNetV3 [24] architecture (referred to as MN
in the following). The model was pre-trained on AudioSet us-
ing knowledge distillation from an ensemble of audio spectrogram
transformers [19]. This architecture is particularly well suited for
experiments with ClothoV2 because it can handle audio recordings
of arbitrary length as input. Pre-trained checkpoints for models of
varying sizes are available on GitHub. We used the model with ID
mn40 as ext in our experiments 5. The selected MN has approx-
imately 68.4 million trainable weights, and the selected checkpoint
achieves a mAP of 48.7 on the AudioSet test set.

4.3. Sentence Embedding Models

We further conducted our experiments with RoBERTa large [25]
as a sentence embedding model because it gave the best perfor-
mance in the last year’s challenge. RoBERTa is a bi-directional self-
attention-based sentence encoder that underwent self-supervised
pretraining on the BookCorpus [26], and WikiText datasets [27].
We selected the output vector that corresponds to the class token as
sentence embedding. The RoBERTa large has around 354 million
parameters. Pretrained models were taken from HuggingFace6.

4.4. Preprocessing

To allow batched processing of recordings of varying lengths, we
extracted random 30-second snippets from those audio recordings
that are longer than 30 seconds and zero-padded shorter recordings
to the maximum duration in the current batch. Depending on the au-
dio embedding model, we used the methods described in the origi-
nal papers to extract spectrograms from waveforms [19,22,23]. The
input sentences were pre-processed by transforming all characters
to lowercase and removing punctuation. The resulting strings were

4https://github.com/Audio-WestlakeU/ATST-SED
5https://github.com/fschmid56/EfficientAT
6https://huggingface.co/
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audio
embedding

text
embedding

fine
tuning λ mAP@10 R@1 R@5 R@10 SID

PaSST roberta-large ✗ 0 35.7 23.83 51.79 64.96
ATST roberta-large ✗ 0 32.31 21.45 47.01 59.39
MobileNetV3 roberta-large ✗ 0 34.06 22.49 49.19 63.31

PaSST roberta-large ✓ 1 39.77 27.12 57.13 69.86 2
ATST roberta-large ✓ 1 38.96 26.81 54.87 68.82 4
MobileNetV3 roberta-large ✓ 1 37.73 25.21 54.66 68.04 3

ensembe of 2,3,4 41.90 29.33 59.311 71.923 1

Table 2: Retrieval performance of the three models after pre-training (first section) and after fine tung (second section).

tokenized with the WordPiece tokenizer [28], padded to the max-
imum sequence length in the current batch, and truncated if they
were longer than 32 tokens.

4.5. Training

We pre-trained all models on AudioCaps, WavCaps, and ClothoV2.
Both modality encoder models were jointly optimized using
gradient descent with a batch size of 64 for PaSST and ATST and
32 for MN. We used the Adam update rule [29] for 20 epochs, with
one warmup epoch. Thereafter, the learning rate was decayed from
2× 10−5 to 10−7 using a cosine schedule. The hyperparameters of
the optimizer were set to PyTorch’s [30] defaults.

Finetuning was done on ClothoV2 only but with the same con-
figuration as for pre-training. We ensembled the similarity scores
of all three models as described in Section 3 to obtain audio-caption
correspondence estimates. We used τ = 0.05 and λ = 1 in all
our experiments. Our main evaluation criterion for hyperparameter
selection was the mean Average Precision among the top-10 results
(mAP@10) on the validation set, which is the metric used for rank-
ing submitted systems. In the results section, we additionally report
the recall among the top-1, top-5, and top-10 retrieved results.

5. RESULTS

Table 2 summarizes the results for pre-training and fine-tuning in
the first and second sections, respectively. We note a considerable
increase in mAP@10 when fine-tuning the pretrained models with
knowledge distillation, namely 4.07, 6.86, and 3.67 pp. for PaSST,
ATST, and MN, respectively. Our best-performing model outper-
forms last year’s best single system submission (Submission 2 of
[13]) by around 1pp without utilizing metadata and synthetic cap-
tions. An ensemble of three distilled models achieved a mAP@10
of 41.91 on the ClothoV2 test split, which is competitive with the
previous year’s best ensemble (Submission 1 of [13]) that achieved
a score of 41.4 with more than twice as many models.

6. SUBMISSION

Since the training procedure was fairly stable and in order to remain
competitive, we retrained all previously discussed models and uti-
lized the whole ClothoV2 development set (i.e., train, validation,
and test splits) instead of the ClothoV2 training split only. We sub-
mitted predictions generated with four different systems to the chal-

lenge; the numbers in the following list correspond to the numbers
in the SID column in Table 2:

1. an ensemble of three models (ensembled models are indi-
cated in Table 2)

2. PaSST and roberta-large, finetuned with knowledge distilla-
tion on ClothoV2

3. MobileNetV3 and roberta-large, finetuned with knowledge
distillation on ClothoV2

4. ATST and roberta-large, fine-tuned with knowledge distilla-
tion on ClothoV2
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