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ABSTRACT

The technical report describes the submission systems developed
for task 3a of the DCASE2024 challenge: Audio Sound Event
Localization and Detection with Source Distance Estimation. To
enhance the performance of the audio-only task, we implement
audio channel swapping as a data augmentation technique. We
adopt the Resnet-Conformer model for the network architecture,
which is well-suited for capturing First-Order Ambisonics (FOA)
format data patterns. Additionally, the approach utilizes the Multi-
ACCDDOA method to concurrently predict the event type and es-
timate the source distance. This comprehensive strategy yielded
superior results compared to the baseline system.

Index Terms— Sound event localization and detection, data
augmentation, First-Order Ambisonics, Resnet-Conformer

1. INTRODUCTION

Sound Event Localization and Detection (SELD) is a critical task
in the field of audio signal processing, aiming to detect various ac-
tivating sound events and accurately localize them in both temporal
and spatial domains. Since the inception of the DCASE challenge
in 2019, the requirements and datasets for SELD have evolved sig-
nificantly. Initially, the challenge provided emulated multichannel
recordings, where spatialized event sample banks were combined
with spatial room impulse responses (SRIRs) and mixed with spa-
tial ambient noise. This approach persisted through the first three
years (2019-2021). In 2022, the dataset shifted to real sound scene
recordings with manual annotations. The DCASE 2024 challenge
resembles the previous iteration, evaluating SELD models on man-
ually annotated recordings of real interior sound scenes and intro-
duces distance estimation of the detected events.

In our work, we propose enhancements to the SELD system
by integrating Resnet-Conformer neural network architecture and
Audio Channel Swapping (ACS) data augmentation techniques [9].
We employ several conformer structures, which combines convo-
lutional neural networks (CNNs) with self-attention mechanisms to
better capture and utilize the spatial and temporal features of sound
events. The developed system also leverags the Multi-ACCDDOA
output format [7] to simultaneously predict the class, location, and
distance estimation of events.

The rest of the report is organized as follows: Section 2 de-
scribes the proposed method and training process in detail. Sec-
tion 3 presents the experimental results on the development dataset.
Finally, Section 4 concludes the report, summarizing the findings
and outlining future work.

2. PROPOSED METHOD

2.1. Features

In our method, we selected FOA format audio as the input. We
chose two kinds of features. First, we utilized the log-mel energy
spectrograms, transforming the input into a 4-channel mel energy
representation. Second, to capture the spatial characteristics of the
audio, we employed a 3-channel intensity vector. These two fea-
tures are concatenated into a 7-channel feature matrix as the input
of the model.

2.2. Data augmentation

The official dataset contains 7.5 hours of audio data. To increase the
amount of data, we employed the ACS data augmentation method
proposed in [6], expanding the dataset by eight times. ACS is a spa-
tial augmentation method for FOA datasets, where new Direction of
Arrival (DOA) information is generated by systematically swapping
the four FOA channels. This process maintains the spatial charac-
teristics of the original sound field while creating valid augmented
data.

2.3. Network Architecture

We employed the ResNet-Conformer architecture proposed in [9]
as the backbone of our model. The network architecture is illus-
trated in Figure 1. The first component is the ResNet module, which
comprises multiple residual blocks. Each residual block is capable
of learning hierarchical features, thereby effectively extracting both
spatial and temporal characteristics. Additionally, we incorporated
four frequency domain pooling layers within the ResNet structure
to reduce the dimensionality of the feature maps. Subsequently,
8 Conformer modules are utilized for sequential feature extraction
and global dependency modeling. The Conformer integrates CNN
with the self-attention mechanism of Transformers, enabling it to
capture both local and global features, which is particularly ad-
vantageous for SELD tasks. The output of the Conformer is pro-
cessed through temporal pooling and subsequently passed through
two fully connected layers, with intermediate dimensions of 256
and 128, respectively.

3. EXPERIMENTS

3.1. Dataset

We evaluated our approach using the official STARSS2023 dataset.
This dataset provides 4-channel 3-dimensional FOA and MIC for-
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Table 1: The evsluation results of our system for dev-test set

Model Data Description F20(%) AE(°) RDE(%)

Baseline Base 13.1% 36.9° 33%
Baseline Base + Syn Data + ACS 15.2% 26.1° 55%
ResNet-Conformer Base + Syn Data 16.3% 30.6° 42%
ResNet-Conformer Base + Syn Data + ACS 23.0% 25.1° 42%

mats and is divided into a training set with 90 recording clips and a
test set with 78 recording clips [8]. Additionally, we utilized 1200
one-minute synthetic recordings, which are generated through con-
volution of isolated sound samples with real spatial room impulse
responses (SRIRs). All audio data were sampled at 24 kHz, en-
compassing 13 target event categories with an common overlap of
3 events.

3.2. Evaluation metrics and results

We evaluated our project using the official metrics provided. The
evaluation metrics include the location-dependent F1 score, DOA
error (AE), and relative distance error (RDE).

Table 1 presents a performance comparison between our model
and the baseline under different dataset configurations. It is evident
that when using the ResNet-Conformer network and ACS data aug-
mentation, our system achieves the highest F1 score and the best
AE performance. However, the RDE metric is lower compared to
the baseline RDE. We will further extend our work and address the
issues related to distance estimation in the future.

4. CONCLUSION

In this report, we presented the performance of our system for the
DCASE2024 Challenge Task 3. Utilizing the ResNet-Conformer
architecture and ACS data augmentation method significantly en-
hances the performance of SELD tasks in terms of event classifi-
cation and localization. However, the system still has limitations
in distance estimation. Therefore, in the next step, we will explore
more suitable features and network architectures to address this is-
sue.
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Figure 1: Architecture of our model.
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