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ABSTRACT

The Task 1 of DCASE 2025 focuses on different aspects of Acoustic
Scene Classification(ASC) including recording device mismatch,
low complexity constraints, data efficiency and the development of
recording-device-specific models. This technical report describes
the system we submitted. We first trained several teacher models on
the ASC dataset through Self-Distillation and Curriculum Learn-
ing techniques.These teacher models included a model pre-trained
on the AudioSet. Then we distill the knowledge from the teacher
model into the student model via curriculum learning. We used the
same inference model (i.e., student model) and data augmentation
settings as provided in the baseline system. In experiments, our best
system achieved an accuracy of 57.66%.

Index Terms— Acoustic Scene Classification, knowledge dis-
tillation, curriculum learning

1. INTRODUCTION

Acoustic scene classification systems categorize recordings into
one of multiple predefined acoustic scene classes. The Task 1
of DCASE 2025 [1] focus on different aspects in ASC including
recording device mismatch, low complexity constraints, data effi-
ciency and the development of recording-device-specific models.
Compared to last year, Task 1 of DCASE 2025 provides device ID
in the evaluation set, and participants can choose to train indepen-
dent models for different recording devices or develop generic mod-
els with strong generalizability, as the evaluation set contains de-
vices that are not present in the training set. Meanwhile, last year’s
task focused on the problem of data efficiency. The training set was
divided into five subsets containing 5%, 10%, 25%, 50%, and 100%
of the complete data respectively. The average score of the partic-
ipating systems on these five subsets was taken. In DCASE 2025,
participants were only allowed to train with a subset of 25% of the
complete training data.

In recent years’ tasks, Knowledge Distillation (KD) has been
proven to be an excellent approach for addressing low-complexity
constraints and data efficiency issues [2]. Researchers typically first
train some high-performance complex models as teacher models,
and then transfer the knowledge from the teacher models to stu-
dent models through knowledge distillation techniques. The stu-

∗
†

dent models are usually lightweight models developed to solve
low-complexity constraints. Data augmentation techniques such
as Freq-Mixup and Device Impulse Response (DIR) Augmentation
have been applied to tackle problems of recording device mismatch
and generalization. We also found that Curriculum Learning(CL)
[3], as a training strategy, can help models utilize data more ef-
fectively, improve model generalization, and accelerate the conver-
gence speed [4]. Therefore, in this report, we propose a method that
combines knowledge distillation with curriculum learning. First,
we trained several teacher models on the training set using self-
distillation and curriculum learning techniques, and then transferred
the knowledge to student models through knowledge distillation and
curriculum learning. Experiments have demonstrated that this ap-
proach enhances the classification performance of student model.

2. METHOD

2.1. Self-Distillation

To obtain better-performing teacher models, we designed a self-
distillation [5] method for the teacher models. First, the teacher
model was divided into 4 blocks, and a feature alignment module
and a classifier were added after the first three blocks. These addi-
tional modules, together with the model backbone, were optimized
during the training process. In the training phase, the last classifier
was used as the teacher model, and the first three classifiers were
used as student models for knowledge distillation. In the inference
phase, the ensemble of outputs from the four classifiers was taken
as the final output of the model. Experiments have proven that this
method can effectively improve the performance of the models.

2.2. Curriculum Learning

Inspired by [6], we designed a curriculum learning method for
knowledge distillation. We assigned unique parameters to all cat-
egories and samples in the training set, which replace the tempera-
ture in knowledge distillation and are co-optimized with model pa-
rameters during the training phase. Specifically, when the model
correctly classifies a sample, it tends to be regarded as an easy-to-
learn sample, and its corresponding category parameter and sam-
ple parameter increase (i.e., the distillation temperature increases).
Therefore, the contribution of this sample to gradient update is en-
hanced, the model pays more attention to these samples, and learns
more ”dark knowledge” from them, and vice versa.
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Table 1: Configuration and performance evaluation on test set of three submission systems.

System ID Parameter Num MMACs Teacher Models ACC

S1 61148 29419156 5 CNN + 2 Transformer 56.54
S2 61148 29419156 5 CNN 57.66
S3 61148 29419156 2 Transformer 56.06

3. EXPERIMENTAL SETUP

3.1. DataSet

As required by the task, we used a subset of the TAU Urban Acous-
tic Scenes 2022 Mobile development dataset, which contain 25%
complete training data. The dataset contains recordings from 12
European cities in 10 different acoustic scenes using 4 devices. Ad-
ditionally, synthetic data for 11 mobile devices was created based
on the original recordings. Of the 12 cities, only two are present in
the evaluation set. The dataset has exactly the same content as the
TAU Urban Acoustic Scenes 2020 Mobile development dataset, but
the audio files have a length of 1 second (therefore, there are ten
times more files than in the 2020 version). In summary, its training
and test sets contain 34,900 and 29,680 audio respectively.

Recordings were made using four devices that captured audio
simultaneously. The primary recording device, referred to as device
A, consists of a Soundman OKM II Klassik/studio A3, an electret
binaural microphone, and a Zoom F8 audio recorder using a 48kHz
sampling rate and 24-bit resolution. The other devices are com-
monly available consumer devices: device B is a Samsung Galaxy
S7, device C is an iPhone SE, and device D is a GoPro Hero5 Ses-
sion.

3.2. Teacher Model

In reference to [7], we selected CP-ResNet [8], CP-Mobile [9], and
PaSST [10] as teacher models, where CP-ResNet and CP-Mobile
are variants of CNN, and PaSST is a variant of Transformer. We
combined CP-ResNet and CP-Mobile with the self-distillation and
curriculum learning methods mentioned earlier for training, result-
ing in a total of 5 different teacher models. For PaSST, we chose
a randomly initialized model and a model pre-trained on AudioSet
[11] as teacher models. The overall situation of the teacher models
is shown in Table 2.

3.3. Training Settings

For training the model, audio input is resampled to 32 kHz and con-
verted to mel spectrograms using a 4096-point FFT with a window
size of 96 ms and a hop size of approximately 16 ms, followed by a
mel transformation with a filterbank of 256 mel bins. The system is
trained for 200 epochs using the SGD optimizer and a batch size of
256. Freq-MixStyle is applied to tackle the device mismatch prob-
lem, and time rolling of the waveform and frequency masking are
used to augment the training data. The base line system requires
29.4 MMACs for the inference on a one-second audio clip. The
memory required for the model parameters amounts to 122.3 kB,
resulting from the 61,148 parameters used in 16-bit precision (float
16).

Table 2: Overall situation of the teacher models.

Type Method Acc

CNN

CP-ResNet 54.16

CP-ResNet + sd 55.34

CP-ResNet + sd +cur 56.24

CP-Mobile + sd 55.89

CP-Mobile + sd + cur 56.43

Transformer PaSST 43.52

PaSST-pt 53.86

4. SUBMISSION AND RESULT

The configuration differences and the performance on test set of the
three systems we submitted are shown in Table 1. The best system
achieved an accuracy of 57.66% on the test set.
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