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ABSTRACT 

This report describes our system for the DCASE 2025 Challenge 

Task 2: "Unsupervised Anomalous Sound Detection for Ma-

chine Condition Monitoring" [1]. Our approach is based on a 

dual-stream Convolutional Neural Network (CNN) architecture 

designed to extract robust features from raw audio signals. One 

stream processes frequency characteristics via a Fast Fourier 

Transform (FFT), while the second stream analyzes time-

frequency features from a magnitude spectrogram. To enhance 

model generalization, we employ two data augmentation tech-

niques: Mixup [2] and SpecAugment [3]. The core of our system 

is a metric learning approach using the Sub-Cluster AdaCos 

(SCAdaCos) loss function, inspired by AdaCos [4], to learn 

highly discriminative embeddings. Anomaly scores are calculat-

ed based on the cosine similarity between test sample embed-

dings and pre-computed class centroids from the training data. 

Our results on the development set show that the system has a 

foundational capability for anomaly detection, with performance 

metrics surpassing the random guess baseline. 

Index Terms— Anomalous Sound Detection, DCASE 

2025, Convolutional Neural Networks, Metric Learning, 

Data Augmentation 

1. INTRODUCTION 

The objective of DCASE 2025 Challenge Task 2 is to identify 

anomalous machine sounds under conditions where the acoustic 

characteristics of the environment may change between training 

and testing (domain shift) [1]. This requires a system that is not 

only capable of modeling the distribution of normal sounds but 

also robust to variations in operational conditions. 

This paper presents a system built upon a dual-stream deep 

learning model. We leverage both raw waveform and spectro-

gram representations to create rich feature embeddings. The 

training is guided by an adaptive cosine-based loss function, and 

data augmentation is used extensively to improve generalization. 

The final anomaly score is determined using a distance-based 

metric in the learned embedding space. 

2. PROPOSED SYSTEM 

Our system follows a deep metric learning paradigm. It first 

learns to map audio samples into a high-dimensional embedding 

space where normal sounds from the same machine type form 

tight clusters. Anomaly detection is then performed by measur-

ing the distance of a test sample to these normal-condition clus-

ters.  

2.1. System Overview 

The core of our system is a dual-stream CNN model, mod-

el_emb_cnn. It processes audio data through two parallel 

branches to capture a comprehensive set of features, which are 

then concatenated to form a final embedding vector. 

2.2. Feature Extraction 

FFT Branch: This stream takes the raw audio waveform, applies 

a Fast Fourier Transform to convert the signal to the frequency 

domain, and then feeds the absolute values into a series of 1D 

Convolutional layers to learn frequency-based patterns. 

Spectrogram Branch: This stream first converts the raw 

waveform into a magnitude spectrogram. The spectrogram is 

then processed by a deep 2D CNN with residual connections, 

inspired by the ResNet architecture [5], to learn complex time-

frequency patterns. 

2.3. Feature Extraction 

To improve model robustness and prevent overfitting, we apply 

two forms of data augmentation during training: 

Mixup [2]: This technique creates new training samples by 

taking a linear combination of two random samples and their 

corresponding labels. This encourages the model to learn 

smoother decision boundaries.  

SpecAugment [3]: Applied to the spectrogram branch, this 

method randomly masks out vertical (frequency) and horizontal 

(time) bands of the spectrogram. This forces the model to learn 

more robust and less localized features. 
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2.4. Loss Function and Training 

We employ the Sub-Cluster AdaCos (SCAdaCos) [4] loss func-

tion. This is an adaptive metric learning loss that aims to maxim-

ize inter-class distance while minimizing intra-class variance. It 

dynamically adjusts its scaling factor during training to create 

more discriminative embeddings, which is crucial for our dis-

tance-based anomaly scoring. 

The model is trained using the Adam optimizer with a Co-

sine Annealing learning rate schedule. This schedule helps the 

model converge effectively over a fixed number of epochs by 

starting with a higher learning rate and gradually decreasing it. 

2.5. Anomaly Score Calculation 

After training, the model is used as a feature extractor to gener-

ate a 256-dimensional embedding for each audio clip. For each 

machine type, we compute centroids (mean embeddings) for all 

normal samples in the training set, distinguishing between 

source and target domains. 

The anomaly score for a given test sample is calculated as 

the minimum cosine distance (1 - cosine similarity) to the set of 

pre-computed normal centroids corresponding to its machine 

type. A higher score indicates a higher probability of being an 

anomaly. 

3. EXPERIMENTAL RESULTS 

3.1. Dataset and Setup 

We used the DCASE 2023 Challenge Task 2 Development Da-

taset for training and validation. The system was trained with a 

batch size of 64 for 10-20 epochs, depending on the experiment. 

Due to the implementation challenges of the AdaCos loss func-

tion, the model was trained with the run_eagerly=True flag in 

TensorFlow. 

3.2. Performance 

The following table shows the performance of our system on the 

"bearing" machine type from the development set, which is 

representative of the system's current capabilities. 

 

Machine 

Type 

AUC 

(Source) 

AUC 

(Target) 

pAUC 

(Mean) 

bearing 51.00% 54.56% 53.95% 

 

As shown, all metrics are above the 50% baseline of a ran-

dom classifier, confirming that the model has learned to distin-

guish anomalous sounds. The performance on the target domain 

is slightly higher than on the source domain, which suggests a 

degree of successful generalization. However, the overall scores 

indicate that there is significant room for improvement. 

4. CONCLUSION 

We have presented a dual-stream CNN system for anomalous 

sound detection. The combination of multi-view feature extrac-

tion, advanced metric learning loss, and strong data augmenta-

tion techniques creates a robust foundation. The current results 

are promising and validate the overall approach. Future work 

will focus on extensive hyperparameter tuning, exploring differ-

ent model architectures to reduce complexity, and refining the 

anomaly scoring logic to further enhance performance. 
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