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ABSTRACT

The technical report presents our submission system for task
3 of the DCASE 2025 Challenge, which tackles sound event
localization and detection(SELD) problems in regular video
content and stereo audio contents. In this report, we intro-
duce data preparation and augmentation method, neural net-
work structure, post-processing, and model ensemble strat-

egy.
Index Terms— DCASE2025, sound event localization

and detection, attention, multimodal vision transformer, en-
semble

1. INTRODUCTION

Human can detect and localize sound sources using stereo
audio systems and vision systems. Over the past few years,
the Task 3 of Detection and Classification of Acoustic Scenes
and Events (DCASE) Challenge [1] has defined a more chal-
lenging and human-like problem by utilizing stereo audio in-
stead of 4-channel audio in the sound event localization and
detection (SELD) task.

SELD is the task that identifying direction of arrival
(DOA), distance, and event class from mixture of sounds.
Several methods [2—4] have been proposed to solve the prob-
lems of the SELD.

In this report, we first introduce data preparation and aug-
mentation methods that improve generalizing performance of
the model. We also propose neural networks structure, which
is based on vision transformer (ViT), post-processing, and
model ensemble strategies for SELD.

2. METHOD

2.1. Data Preparation and Augmentation

The official dataset contains 30000 training samples and
13000 evaluation samples, and each sample has 5-seconds
long stereo recordings and labels. The dataset is sam-
pled from Sony-TAu Realistic Spatial Sound-scapes 2023

(STARSS23) [5, 6]. Since the class of the training sam-
ples are unbalanced, we generates more samples using Spa-
tialScaper [7] and stereo SELD data generator [8], which
are shared in Challenge homepage. We used FSD50K [9]
dataset to generate additional samples. We initially synthe-
size 120000 samples, split into the 4 subsets, and finally se-
lect one subset(30000 samples) for training submitted model.
Moreover, we use Specmix [10] data augmentation to im-
prove generalization performance. The method reinforces
that the attention focus on the input features on the same time
position. For the audiovisual task, we trained the model with
official audiovisual training set, and 30000 generated audio-
only training set.

2.2. Model Structure

The proposed SELD model is based on vision transformer
structure, which consists of audio encoder, video encoder,
positional embedding, transformer body, and fully-connected
heads. The first 50 tokens are output tokens, which are ran-
dom initialized and trainable. The i-th token denotes i-th out-
put frame, and estimates labels with fully-connected heads.
The next N tokens are audio feature tokens, and the next M
tokens are video feature tokens, which are embedded by au-
dio encoder and video encoder, respectively. For the audio-
only task, the video inputs are zero-masked. The audio en-
coder, video encoder, and fully-connected heads consist of
fully-connected layers. For the transformer body, we used
vanilla 12/16 ViT layers [11]. Moreover, 4 ViT layers for
each subtasks(DOA, class, distance, onscreen).

2.3. Training

We organized two ground-truth label styles. The first style
is based on Multi-ACCDOA [12], but we used cross-entropy
loss and mean-sqaured error for each class, instead of the
multi-ACCDOA-adpit loss. The second style is track-wise
representation. For each frame, up to 3 tracks are parsed into
labels. If the number of tracks is less than 3, the labels are
filled by -100, which is not back-propagated during training.
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Table 1: Comparison of baselines and submissions with the

Challenge

Table 3: Style 1 Model Ensemble (Track B).

development set (Track A). F1 Angle Dist. Screen
F1 Angle Dist. Screen Subl-1 24.47 15.65 0.40 0.68
Baseline 22.8 24.5 0.41 - Subl-2 24.86 17.03 0.41 0.77
Sub?2 28.82 18.15 0.34 - Subl-3 24.52 17.60 0.41 0.76
Subl-4 25.45 18.03 0.41 0.78
Subl-5 24.64 16.59 0.40 0.79
Table 2: Comparison of baselines and submissions with the Subl 25.12 16.38 0.38 0.73

development set (Track B).

F1 Angle Dist. Screen
Baseline 26.8 23.8 0.40 0.80
Subl 25.12 16.38 0.36 0.73
Sub2 26.14 19.60 0.30 0.74

We trained two models. The first model adopts the first
label style with 50 output tokens, and the second model uses
the both styles with 150 output tokens (50 frames, 3 tracks).

2.4. Post-processing and Ensemble

We saved 5 latest models during training, then we finally got
10 models. The candidates from the 10 models are merged by
the same label, distance threshold and DOA threshold. More-
over, we applied moving average to distance along frames
with window size 10.

3. EXPERIMENTS

3.1. Experimental setup

We use the AdamW optimizer with a learning rate from le-4
to le-5. The batch size is 4 or 8.

3.2. Results

The experiment results are summarized in Table 1. As shown
in the table, each proposed model and ensemble model out-
performs the baseline systems.

4. CONCLUSION

This report proposes a SELD model submission of the
DCASE 2025 challenge task 3. We changed several fac-
tors, such as data, model structure, and post-processing,
to improve the SELD performance. We generated syn-
thetic dataset and applied Specmix data augmentation to im-
prove generalization performance. We explored neural net-
works model structure, and found the suitable forms for
SELD. Finally, we implemented post-processing and ensem-
ble method for SELD. The experimental results show that
the proposed method outperforms the baseline systems. In

the future, we will perform ablation studies in several factors
to find the reason of improvements.
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