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ABSTRACT

This technical report presents an audio question answering (AQA)
method submitted to DCASE 2025 Challenge Task 5. Recent
studies have shown that reinforcement learning (RL) can enhance
the audio reasoning capabilities of large audio language mod-
els (LALMs). Thus, we employ a RL strategy to optimize our
AQA model. The MiAQA submission is based on our preliminary
study [1]1. We apply the group relative policy optimization (GRPO)
algorithm to Qwen2.5-Omni-7B. The model directly generates re-
sponses after implicit reasoning, without relying on complex, ex-
plicit chain-of-thought (CoT). To enhance data diversity, the train-
ing data combines human-annotated datasets with weakly labeled
datasets generated by large language models (LLMs). Using only
a single model and 35k training samples, MiAQA achieves up to
78.0% accuracy on the DCASE 2025 AQA development set.

Index Terms— AQA, LALMs, RL, GRPO, data generation

1. INTRODUCTION

Audio question answering (AQA) [2] is a multimodal task that in-
volves understanding and reasoning based on audio content to gen-
erate accurate responses to questions. AQA systems must com-
prehend diverse acoustic environments, integrate relevant external
knowledge (e.g., facts or auditory information on marine mammals
or daily sounds), and reason over sound events and context to gen-
erate accurate answers.

The latest breakthroughs in large language models (LLMs) have
greatly enhanced their reasoning abilities, particularly in mathemat-
ics and coding. However, research on audio understanding and rea-
soning still lags behind. Although Large audio language models
(LALMs) , such as Qwen2.5-Omni [3] and Audio Flamingo 2 [4],
have been released one after another, they typically focus on gen-
eral capabilities and lack task-specific optimization for audio under-
standing and reasoning. AQA can be considered an advanced tech-
nology [2] built upon automated audio captioning (AAC). Although
researchers have achieved strong AAC performances [5, 6, 7, 8],
AQA remains highly challenging, as it combines auditory and lin-
guistic modalities, making it well-suited for evaluating complex
reasoning. The AQA task requires the ability to extract meaning-
ful insights from raw audio signals, infer implicit relationships,
and provide contextually relevant answers. Exploring LALM-based
AQA models presents a promising direction for further research.

∗Corresponding author.
1https://github.com/xiaomi-research/r1-aqa

In this technical report, we present our exploration of audio
question answering, where the group relative policy optimization
(GRPO) algorithm [9] is applied to Qwen2.5-Omni-7B [3], instead
of Qwen2-Audio-7B-Instruct [10] used in the previous study [1].
The model generates responses directly through implicit reasoning,
without relying on complex, explicit chain-of-thought (CoT). To en-
hance data diversity, the training data combines human-annotated
datasets with weakly labeled datasets generated by LLMs. The data
generation prompts are provided in the Appendix. MiAQA achieves
up to 78.0% accuracy on the DCASE 2025 AQA development set
using only a single model and 35k training samples.

2. METHOD

2.1. Large Audio Language Models

LALMs generally support two main functions: audio understand-
ing and audio generation. As AQA is an audio reasoning task, our
discussion focuses exclusively on the audio understanding capabili-
ties of LALMs. We adopt Qwen2.5-Omni-7B [3], a state-of-the-art
LALM, as the backbone of our AQA model. Since the Thinker of
Qwen2.5-Omni-7B is trained via supervised fine-tuining, reinforce-
ment learning (RL) is expected to further enhance its performance.

2.2. Group Relative Policy Optimization

We conduct the GRPO algorithm [9] along with a prompt template
to enhance its reasoning capabilities. The prompt template is:

• [Question]. Please choose the answer from the following op-
tions: [Options]. Output the final answer in < answer >
< /answer >.

[Question] and [Options] denote the question and options given
by the dataset. and For each question, the model is guided to gen-
erate a response within the < answer > < /answer > tags,
optimized by reinforcement learning. GRPO eliminates the need to
train an additional value function approximation model in proximal
policy optimization (PPO) [11]. GRPO uses the average reward of
sampled response from the policy model as the baseline in comput-
ing the advantage. Specifically, given an input question q, a group
of responses {o1, o2, · · · , oG} is first sample, and their correspond-
ing rewards corresponding rewards {r1, r2, · · · , rG} are computed
using the reward model. The advantage is subsequently computed
as Equation (1).

Âi,t = r̃i =
(
ri −mean(r)

)
/std(r) (1)
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The policy model is subsequently optimized by maximizing the
Kullback-Leibler objective as Equation (2). where πθ and πold are
the current and former policy, and ϵ and β are hyper-parameters in-
troduced in PPO. Responses are evaluated by a rule-based reward
function in terms of their format and correctness:

• If the answer is correct, the model obtains an accuracy reward
of plus one;

• If the answer is given in < answer > < /answer >, the
model obtains a format reward of plus one;

• In other cases, the model does not obtain any rewards;
• The final reward is the sum of accuracy and format rewards.

2.3. Data Generation

To increase the amount of high-quality training data, we use
Qwen3-32B [12] to generate question-answer (QA) pairs from
Clotho-AQA [13] and TACOS [14]. For Clotho-AQA, the simple
answers, such as “yes” and “no”, are rewritten into richer descrip-
tions. In addition, each QA pair is expanded to include four answer
options. For TACOS, the audio captions are transformed into QA
pairs, each with four answer options. More details on data genera-
tion are provided in the Appendix.

3. EXPERIMENTS

3.1. Datasets

Several datasets are combined in specific proportions for training
(detailed in the experimental results). If only a portion of a dataset
is used, uniform sampling is applied. When multiple datasets are
combined, they are randomly shuffled. The datasets are described
as follows:

• AVQA [15]: Designed for audio-visual question answering by
providing multimodal information in real-life video scenarios.
A total of 38k2 audio-text pairs from the training set are con-
sidered for training with “video” in the questions replaced by
“audio”.

• Clotho-AQA [13]: A dataset for AQA consisting of 1991 au-
dio files, each ranging from 15 to 30 seconds in duration. A
total of 7k generated QA pairs are available for training, in-
stead of the original QA pairs.

• TACOS [14]: An audio captioning dataset containing 12k au-
dio recordings and 47k temporally aligned captions. All 47k
generated QA pairs (including those from the test set) are avail-
able for training.

• DCASE 2025 AQA Dataset [2]: The training set includes 8k
samples, including bioacoustics QA [16], temporal soundscape
QA, and complex QA [17], which can be used for training.

The development set of the DCASE 2025 AQA dataset is used
for evaluating model performance. We select the submitted models
based on the evaluation results of the development set.

3.2. Implementation Details

The models are trained using eight NVIDIA H800 GPUs, with each
device processing a batch size of 1. The total number of training

2The AVQA training set contains 40k samples; 2k failed to download.

Table 1: Hyperparameters of the GRPO implementation.

Setting Value
Batch Size per Device 1
Gradient Accumulation Steps 2
Training Steps 2000
Learning Rate 1× 10−6

Temperature 1.0
Maximum Response Length 512
Number of Responses per GRPO Step 8
Kullback-Leible Coefficient 0.04

steps is set to 2000, with a learning rate of 1× 10−6 and a tempera-
ture of 1.0. All hyperparameters are listed in Table 1. Model check-
points are saved every 100 steps, and the best-performing check-
point is selected for comparison and submission.

3.3. Results

The metric is top-1 accuracy, the proportion of questions where the
predicted answer exactly matches the ground truth.

Table 2 gives the comparison on the DCASE 2025 AQA devel-
opment set, where Part 1, Part 2 and Part 3 denote the bioacoustics
QA, temporal soundscapes QA and complex QA subsets. Experi-
mental findings suggest that, for GRPO training, the quality of data
matters more than the amount, and the ratio of data types is crucial.
A comparison between “Not Submitted” and “Submission 1” shows
that although AVQA was an important training dataset in our pre-
vious work [1], its impact is no longer significant. In fact, it may
even have a negative effect when compared to high-quality gener-
ated datasets such as Clotho-AQA and TACOS. This highlights the
effectiveness of high-quality generated data in training AQA mod-
els, in some cases even surpassing the benefits of manually anno-
tated but simpler datasets (e.g., Clotho-AQA).

Despite the best performance being obtained with the DCASE
training set alone, models trained with additional datasets are also
submitted to reduce the risk of overfitting. In addition, we apply
weight averaging strategy in both Submission 3 and Submission 4
to further ensure model robustness.

4. CONCLUSION

This technical report describes the MiAQA submission for the
DCASE 2025 Challenge Task 5. Our method builds upon our pre-
liminary study [1] and applies the GRPO algorithm to Qwen2.5-
Omni-7B. The model generates responses directly through implicit
reasoning. To enhance data diversity, the training data combines
human-annotated datasets with weakly labeled datasets generated
by Qwen3-32B. Using only a single model and 35k training sam-
ples,, MiAQA achieves up to 78.0% accuracy on the DCASE 2025
AQA development set.
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6. APPENDIX

The data generation prompt for Clotho-AQA [13] is shown in Ta-
ble 3, where {INPUT JSON DATA} represents the metadata as-
sociated with Clotho-AQA, including the original question and
answer, audio keywords, and the file name. Similarly, the
data generation prompt for TACOS is presented in Table 4,
where {INPUT JSON DATA} denotes the metadata associated
with TACOS [14], which includes the strong caption, audio key-
words, audio superclass, audio subclass, and file description.
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I’m training an audio understanding model that needs many high-quality question-answer pairs. The model can only be input with the raw
audio, questions and options.

## Your Task
Generate a QA pair with 3 wrong options based on the following audio metadata.

## Audio Metadata
{INPUT JSON DATA}

## Critical Instruction
1. The question must have exactly 4 options (A, B, C, D) with only 1 correct answer
2. Do not change the question in the audio metadata
3. Generate 3 wrong options based on the given question and answer
4. All options should be plausible but distinguishable
5. Distractors (incorrect options) should be reasonable, not obviously wrong
6. Refine all options (including the correct option), none of the options are allowed to be a single word

## Output Format
Please provide the QA pair in this JSON format:
‘‘‘json
[

{
”question”: ”Question text”,
”options”: {

”A”: ”Option A text”,
”B”: ”Option B text”,
”C”: ”Option C text”,
”D”: ”Option D text”

},
”answer”: ”A|B|C|D”

},
]
‘‘‘

## Output Example
‘‘‘json
[

{
”question”: ”What is the main topic being discussed in this recording?”,
”options”: {

”A”: ”A family vacation”,
”B”: ”A school reunion”,
”C”: ”A wedding ceremony”,
”D”: ”A business conference”

},
”answer”: ”D”

},
]
‘‘‘

Now, generate a QA pair.

Table 3: Data generation prompt for Clotho-AQA.
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I’m training an audio understanding model that needs many high-quality question-answer pairs. The model can only receive the raw audio
and questions as the input.

## Your Task
Generate a QA pair from the following audio metadata, especially based on ”caption”. The QA pair should have exactly 4 options with
only 1 correct answer.

## Audio Metadata
{INPUT JSON DATA}

## Critical Instruction
1. Question must have exactly 4 options (A, B, C, D) with only 1 correct answer
2. All options should be plausible but distinguishable
3. Distractors (incorrect options) should be reasonable, not obviously wrong
4. The question must focus on the content and information in the audio
5. The correct answer must be based on the caption in the audio metadata
6. AVOID querying about technical quality, recording environment, or potential applications
7. Focus on what people would genuinely want to know about the content
8. The QA pair should be written as if created by someone who ONLY LISTENED to the audio without seeing any metrics

## Output Format
Please provide the QA pair in this JSON format:
‘‘‘json
[

{
”question”: ”Question text”,
”options”: {

”A”: ”Option A text”,
”B”: ”Option B text”,
”C”: ”Option C text”,
”D”: ”Option D text”

},
”answer”: ”A|B|C|D”

},
]
‘‘‘

## Output Example
‘‘‘json
[

{
”question”: ”What is the main topic being discussed in this recording?”,
”options”: {

”A”: ”A family vacation”,
”B”: ”A school reunion”,
”C”: ”A wedding ceremony”,
”D”: ”A business conference”

},
”answer”: ”D”

},
]
‘‘‘

Now, generate a QA pair.

Table 4: Data generation prompt for TACOS.


